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My Master degree research project was carried out in the Mathematics Department of the Univer-
sité Claude Bernard Lyon 1 (France) under the supervision of Guillaume Aubrun, professor in the
Probability Group there.

The task of distinguishing quantum states from accessible experimental data (i.e. from the outcomes
of measurements which are performed on the studied quantum system) lies at the heart of quantum
physics and quantum information theories. It is nonetheless by now a well-known fact that, when
dealing with large composite quantum systems, the discrimination ability of observers might drop.
One could thus roughly say that the guiding lead of the work achieved during my research placement
was to use techniques from high-dimensional convex geometry and probabilities to investigate some
of the numerous questions in this area.

The remainder of the current report is hence organized as follows.

Section 1 might be seen as a quick panorama of the mathematical framework in which quantum physics
and quantum information theories develop. In section 2, the cornerstone our work relies on, namely
the way one may systematically associate a norm to a measurement performed on a quantum system, is
precisely stated. The link is made with the general issue of distinguishing quantum states under some
allowed measurements. Section 3 is devoted to studying certain restricted classes of measurements on
high-dimensional multi-partite quantum systems. Quantitative results are obtained regarding the ca-
pacity observers may have of discriminating between two quantum states when the only measurements
they are able to perform are limited by locality constraints. The question studied in section 4 may be
described in straightforward terms in the following manner: what would the minimal requirements on
a randomly chosen measurement be so that it approximates the uniform measurement? All these plain
words are of course given a rigorous mathematical meaning, and an accurate answer is provided too.
As for section 5, the problem it deals with is not anymore the one of emulating one single measurement
but instead the one of emulating the set of all possible measurements on a given quantum system.
To finish with, section 6 establishes a summary of the various results obtained and enumerates a few
open questions, amongst many non-cited others.

Appendices A, B and C present required mathematical tools from geometric and probabilistic func-
tional analysis. They contain more than the strictly necessary ideas to our aim, but nevertheless
remain far from being exhaustive, proofs being either straightly omitted or only sketched. Appendix
D exposes a few of the fundamental already known results within the wide and still extensively stud-
ied field of quantum states’ geometry. As for appendix E, it is of much more technical nature: it
provides a rather detailed proof of a norm inequality on the space of Hermitians on a tensor product
Hilbert space (and which is needed at some point to generalize a result from the one-partite to the
multi-partite setting).
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1 Introduction: The postulates of quantum mechanics and its math-
ematical formalism

Quantum mechanics does not tell what laws a physical system must obey but only provides a concep-
tual framework for the development of such laws. It relies on a few basic postulates which connect
the physical world to the mathematical formalism that enables its description. The reader is referred
to [1] or [2] for general and detailed references on this topic, the account made here being clearly
minimalist.

Postulate 1: Associated to any isolated physical system is a Hilbert space H known as its state space.
The system is then completely described by its state, or density operator, which is a positive (hence
Hermitian) operator with trace one acting on H.
A state p is said to be pure if there exists a unit vector |¢)) € H such that p = [¢)(¢|. It is otherwise
referred to as being mized.
If a system is known to be in state p; with probability p; for i € I, then it may be described by the
density operator p = > p;p; which is called a mizture of the density operators p;.

1€l
Postulate 2: The state space of a composite physical system is the tensor product of the state spaces
of the component physical systems. Moreover, if we have K sub-systems, numbered 1 through K,
with sub-system i in state p; for all 1 <4 < K, then the joint state of the total system is p1 ® - - - ® py,.

Postulate 3: The evolution of a closed quantum system (i.e. a system that is not interacting in any
way with other systems) is described by a unitary transformation: if the system is in state p at time
t and in state p’ at time ¢/, then there exists a unitary operator U acting on the system’s state space
(that depends only on ¢ and ¢, not on p and p') such that p' = UpUT.

Postulate 4: A quantum measurement performed on a physical system is described by a set {M;,i €
I} of Positive Operator-Valued Measure (POVM) elements, which are positive operators acting on
the system’s state space satisfying the completeness equation > M; = 1. The index i € I refers to
the measurement outcomes that may occur in the experiment. ZIeflthe state of the system immediately
before the measurement is p, then, for all ¢ € I, the probability that result ¢ occurs is given by
P,(i) = Tr(M;p) (so that the completeness equation simply expresses the fact that probabilities sum
to one). The fact that each state p generates a probability distribution P, on the outputs i € I of a
given measurement {M;,: € I} is known as the Born rule for measurements.

We can actually be more precise: M; being positive, v/M; is well defined, and the state of the system

/N o/ M
just after the measurement that yielded outcome ¢ is %.
+
It may be pointed out that the free evolution p — UpU' and the measurement p — % are

two particular examples of quantum operations, i.e. operations that transform a quantum state into
another. The most general way of describing such transformations is by a Completely Positive and
Trace Preserving (CPTP) map.

o A:H(C™) — H(C") is Completely Positive (CP) if:
VpeN, VpeH(C™P), p>0=(AxId)(p) >0

C™ here describes the state space of the input principal system and C" the state space of the
output principal system, whereas CP should be thought of as the state space of any environment
the system of interest might be coupled with. Thus, positivity of operators on the space of the
global composite system is preserved when applying A to the part that acts on the principal
system’s space and leaving the part that acts on the environment’s space invariant.

o A:H(C™) — H(C™) is Trace Preserving (TP) if:
V peH(C™), p>0=TrA(p) = Trp



A being a CPTP map is actually equivalent to the existence of so-called Kraus operators (V;)icr
that satisfy the completeness relation Z ViViT =1 and that are such that A can be written in the
i€l
operator-sum representation as A(p) = ZV}pV;.
el

2 Correspondence between measurements and symmetric convex
bodies

2.1 General setting

Let M = (M;);cr be a POVM on C?. Denoting by {|i),7 € I} an orthonormal basis of C!l, we may
associate to M the following CPTP map (as just defined in section 1 above):

M A e H(C) Y Te(MA)i)i] € H(eH)

el
The measurement norm associated to M is then defined as:

VA EHEY, Al = [MA)]r =3 [Tr(MiA)|

i€l

More generally, one can define the measurement norm associated to a whole set M of POVMs on C?
as: || - [|n == sup || - [[mr-
MeM

Remark 2.1 Such designation seems to presume that the quantity we defined above is a norm. It is
actually, whatever the set of POVMs M, a semi-norm: it is non-negative, homogeneous and obeys
the triangle inequality. It may however vanish on non-zero Hermitians in the general case. This is
excluded when the set of POVMs M is informationally complete, i.e. when:

VAecHECYH, A#0 = I (My)ier €M, Jigel: Tr(MA)#0

This is equivalent to demanding that: Span({M;, i € I, (M;)ic; € M}) = H(C?), so that any density
operator p on C% can be reconstructed from its outcome statistics {Tr(M;p), i € I, (M;)ic; € M}
when measures from the set M are carried on (which justifies the naming informationally complete).
This especially implies that the total number of (distinct) POVM operators in M is greater than
d?> = dim H(C?). All the sets of POVMs we will later be lead to consider will have such property.

Something that is worth pointing at is that, for any set M of POVMSs on C%, there exists a set M of
2-outcome POVMs on C? which is such that || - |z = || - [xz- It may be explicitly defined as:

M= (M, 1-M), 3(Mi)ics €M, 3T CI: M=> M,
iel

Indeed, for each A € H(C?), defining I(A) := {i € I, Tr(M;A) > 0}, and just recalling that
> M+ >, M;=> M; =1, we see that:

i€I(A) ieNI(A) i€l
Z\Tr(MZ-A)\:’ 3 Tr(MZA)‘—i— > Tr(MZ-A)‘: Tr(( S M A)\+
icl i€l(A) i€I\I(A) 1€I(A)

That is precisely: |All(arn),e; = 1Al (ar(ay,1-m(a) for M(A) := Z(:A)Mi'
i€l

w((i- 3, 4)9)

i€I(A)



Hence, one may associate to any set M of POVMs on C? a symmetric convex body Ky, which is
contained in the oo-norm unit ball of H(C?) (i.e. the operator interval [—1;1]) and which contains +1:

Km = Conv{2M — 1, (M,1— M) € M}

This actually defines a one-to-one correspondence between informationally complete sets of POVMs
on C? and symmetric convex bodies with non-empty interior contained in the oo-norm unit ball of
H(C?) and containing +1.

Furthermore: V A € H(C?), [[Allm = [[Allgz = sup |Tr(AA)] = girpe (D).
AeKnm

This means that: B, = By(KM>o = (KM)O, or equivalently that: Ky = (BH,”M)O.
The reader is referred to appendix A.l for all the used notations regarding norms associated to

symmetric convex bodies.

Example 2.2 The symmetric convez body associated with the set ALL of all POVMs on C% is nothing
else than the co-norm unit ball: Kapy, = Bﬁ.”w.

Indeed: (M,1— M) POVM < 0<M<1 & —-1<2M-1<1.

As a consequence, the measurement norm associated with ALL is nothing else than the 1-norm:

|- IALL = 9(KarL)e = Q(Bd ) =gpe =\ (cf appendiz A.1).
I lloo 111

2.2 Link with the task of distinguishing two quantum states under restricted
families of measurements

Let us consider the situation where a system (with associated Hilbert space C?) can be either in state
1

p or in state o, with equal prior probabilities 5. We would like to guess with the smallest probabil-
ity of error in which of those two states it is by only performing one given POVM M = (M;);c; on
it. We therefore base our decision on the so-called mazimum likelihood rule. Namely, knowing that
Tr(M;p) > Tr(M;o) for i € I and Tr(M;p) < Tr(M;o) for i € I\ I, we decide on p if outcome i € I
is observed and on ¢ otherwise. The probability of error is thus, denoting by s the random variable
“effective state of the system” and by d the random variable “state of the system we decide to be
more likely after carrying out the measurement”:

Pe=P(s=0,d=p)+P(s=p,d=0)=P(s=0)P(d=p|s=0)+P(s =p)P(d =0c|s = p), that is:
1 1 1 1 1 1 1 1
Pe==) Tr(M; — Tr(M;p)==|1- Tr |M; (=p— = =—(1-|=p—=
3 2 Tr(Mio) +5 3 Tr(Mip) 2( 2 [ <2p 20)”) 2( H2p 2JM>
iel ieIl\I el
In this context, the quantity H%p — %O’HM is therefore called the bias of the POVM M on the state
pair (p, o).

Remark 2.3 We can easily generalize the discrimination task described above to states p and o with
non necessarily equal prior probabilities, ¢ and 1 — q respectively. Indeed, the only change in that case
is that we are now dealing with the general Hermitian qp— (1—q)o instead of the traceless one %p— %a.

So for instance, the probability of error is then equal to: P, = % (1 — qu —(1- q)JHM).

This result is actually nothing more than the generalization of a classical statistics’ result in hypothesis
testing (see for instance [3] for a general reference). There, the optimal discrimination between two
hypotheses modelled as probability distributions {P(i), i € I} and {Q(i), i € I}, with prior probabilities
q and 1—q respectively, is in fact given by the maximum likelihood rule, so that the minimum probability

of error takes value: P, = %(1 —|laP - (1 - q)QHl), where || f||1 :== Z |f(2)].
iel

Suppose we are now interested in looking for the maximum bias achievable on a state pair (p, o) (which
corresponds to the minimum probability of error when trying to discriminate between states p and
o) when we are allowed POVMs in a given set M. The quantity we will be lead to consider is then

precisely: H%p — %O'HM.



One general issue in the field of quantum state discrimination is to compare, for various information-
ally complete sets of POVMs M, the maximum bias achievable in discriminating two states when
only measurements in M are allowed to the one achievable when all measurements are allowed. As
just stated, this boils down to comparing the distinguishability norm associated with M to the one
associated with ALL, i.e. as pointed out in example 2.2 to the 1-norm. And actually, the result
|| - laLL = || - ||+ was one of the seminal observations by Holevo [4] and Helstrom [5] on optimal
quantum state distinction.

2.3 What can one say about the value of a given measurement norm knowing the
mean-width of its associated symmetric convex body?

Let M and M’ be two informationally complete sets of POVMs on C¢.

As explained in section 2.1, showing that ¥V A € H(C?), ||Allm < ||Allmy amounts to showing that
Ky C K-

Now, it may happen that such inclusion does not hold although Kp is “much smaller” than Kyy. In
such case, one would expect that for “most” A € H(CY), ||Allm < [|A]lnr-

It is precisely this intuitive idea that we will try to formalize rigorously in this section.

Let M be an informationally complete set of POVMs on C.

First of all, we know that: |- v < || |]arL = || - [l1 < Vd|| - |]2. So, denoting by Sﬁ'llz the unit sphere
for the 2-norm on H(C%), it holds that || - |n : S, +— RT is a v/d-lipschitz function.

[I-ll2

What is more, by definition of the mean-width w (¢f appendix A.3) we have:
E ( )H v =w <<Bﬁl'HM> ) = w(Km), where U <Sﬁl-\\2) stands for the probability distribution

u(sd
over Sﬁl~||2 induced by the Hilbert-Schmidt distance on H(C?).

II-1l2

Hence, by the concentration inequality for lipschitz functions on the d-dimensional real euclidean unit
sphere Sl‘li'HQ = 532(|R) (¢f example C.2) we get:

VO<e<h Py (o) (1A ¢ [(1 = Ow(Kan); (1+ )w(Kn)]) < oo (w(Knt) (V)22

Taking for instance € = %, this yields equivalently:

) (;w(KM) < Al < 2w(KM)> 51— ge=du (k) /3 W

[PANZ/I(Sd
1l

By homogeneity, this implies that for any probability distribution vz gy on H(C?) which is induced
by the Hilbert-Schmidt distance on H(C9):

1 3 e 2
P vy <2w(KM)||AH2 < |Am < ZM(KM)HAHQ) > 1 g~ dw(Kwm) /8 (2)

Remark 2.4 In the case when the set of POVMs under consideration is made of one single POVM,
the result provided by equation 2 turns out to be, in some sense, quite disappointing.

Indeed, one given rank-1 POVM M on C? (informationally complete or not) may be generically written
in the form M := {d|)(¥|dpa (¥), |¢) € S$(C)} with dpas an isotropic probability distribution over
S4(C) (which means that ﬁw)esg(C) dpp(v) =1 and flw>eS§l(C) 1) (|dpr (¥) = é)

With these notations, we have: ¥ A € H(CY), ||Ally = d/ [{(Y|AY)|dpar ().
[¥)€S5(C)

€y (s, ) (WA )dpar(v).

lI-II2

And subsequently: w(Kys) =E )(HAHM) =d )esd(©)
€53

Now, referring to appendiz B.3 for all useful definitions and statements, we see that for all |¢) € Sg(@):

i/ cd
a~u(s,,



Ey (st ) (WA = 2hEa o WIGHD = FEgaion (91) = 75/2

Hence, for any rank-1 POVM M on C%, we have: w(Ky) = \/> ~ \/>
Y42 T d—+o0 s
Inserting this into equation 2 shows that, for any rank-1 POVM M on C%:

1 3 -
Pavsnsin Szl < I8 < Al ) > 1 2679/

What is more, this result remains true under restriction to traceless Hermitians (cf remark B.7):

1 3
Pa Al < Al € ——|lAllg ) > 1 — 2e~ /47
soogs (=1l < 181 < —=l11

Besides, we know that in the particular case of the uniform POVM U on C%, its measurement-norm is
dimension-independently equivalent to the 2-norm on traceless Hermitians (which was really stressed
upon for the first time in [42]):

1
v AeH(C), TrA=0, glAllz < llAlly < [[All2

What we thus see is that, for a general rank-1 POVM M on €%, this dimension-independent equivalence
with the 2-norm of course does not hold for all traceless Hermitians, but nonetheless for “most” of
them (and for a growing proportion of them when the dimension d increases).

3 Locally restricted measurements on a multi-partite quantum sys-
tem

Let Hy,...,Hg be K finite dimensional Hilbert spaces (with d; := dim H; for all 1 < ¢ < K) and
H=H; ®--- ® Hg be their tensor product Hilbert space (of dimension D :=d; x --- x dg).

3.1 Different classes of locally restricted POV Ms

Several classes of POVMs can be defined on the K-partite Hilbert space H due to various levels of
locality restrictions (consult [34] or [35] for further information).

The most restricted class of POVMs on H is the one of local measurements whose elements are tensor
products of measurements on each of the sub-systems:

@) T (i) _ .
M]z ZOJJZ€J7,7 ZM]Z —]_7 1SZSK

J o JK ) ; ; ’
J1€J1,- ik €JK :
Ji€Ji

More generally, LOCC is the class of measurements that can be implemented by a finite sequence of
local operations on the sub-systems followed by classical communication between the parties.

Then, there is the class of separable measurements whose elements are the measurements on H made
of operators that can be factorized as a tensor product of operators acting only on one sub-system:

— (1) (K) () ’ , (1) (K) _
SEP := (Mj ® - Q@ M, )jeJ’Mj ZO,jeJ,lgng,ZJMj ®--- @M =1
VIS



And finally, there is the class of the positive under partial transpose measurements whose elements
are the measurements on H made of operators that remain positive when partially transposed on any
combination of the sub-systems:

PPT = (Mj)jes, M;' >0, jeJ, IC{l,....K}, Y M;=1
jeJ

where, for all I C {1,..., K} the partial transposition on H; := QH; is defined by its action on

il
factorized operators on H: (M; ® - @ Mg)'1 = (®MZT> ® (®MZ), MT denoting the usual
i€l i T

transpose of M;.
Let us point out that, even though the expression of a matrix’s transpose depends on the chosen basis,
its eigenvalues on the contrary are intrinsic. So the PPT notion is indeed well defined.

Remark 3.1 It is clear from the definitions that we have the chain of inclusions:
LO c LOCC c SEP c PPT Cc ALL

The most widely used inclusions in many questions dealing with operations on multi-partite quantum
systems are certainly LOCC C SEP and LOCC C PPT. Indeed, however natural it might seem
in this context, the class of LOCC operations is mathematically hard to characterize, contrary to the
ones of SEP operations and even more so of PPT operations.

The reader may look at [27] for a general overview of some issues related to this topic, and at [28],
[29] or [30] for a specific description of some striking phenomena one has to deal with when trying to
grasp the class of LOCC operations.

3.2 Bi-partite case

We consider here the case when H = H; @ Hy = C? @ C¢ is a bi-partite Hilbert space whose parties
have equal finite dimension d. The sets of 2-outcome POVMs associated to the sets of POVMs LO,
SEP and PPT on H are then (consult section 2.1 for the required definitions)

T 1 2 k . k
LO={(M1-M), M= Y MPVeoMP I1chxl, MP>0jey, > MY =1ke{1,2}
(J1.52)€l K€k

—~—

SEP = (M,1-M), M= MV oM 1cJg M >0jelke{1,2,) M oM =1
jel jeJ

PPT = (M,1-M), M= M;ICJ, M;>0M >0,jeJy M=1
jel JjEJ

The main results the two coming sections 3.2.1 and 3.2.2 will lead us to are summarized below (consult
appendix A.3 for the definition of vrad and w, and section 2.1 for the definition of Kggp and Kppr):

Theorem 3.2 (Volume-radii and mean-widths of the symmetric convex bodies associated with the sets
of POVMs SEP and PPT on C?® C?)

d ~ vrad (Kppr) < w (Kppr) ~d and Vd ~ vrad (Ksgp) < w (Kggp) ~ Vd

10



A very simple idea we will use in an essential way to get both estimates in theorem 3.2 is the following:
If one wants to evaluate the mean-width and the volume-radius of a given convex body K, it is enough
to find an upper-bound on its mean-width and a lower-bound on its volume-radius, and to show that
those two bounds are of the same order of magnitude, since we know thanks to Urysohn’s inequality
(theorem A.12) that vrad(K) < w(K) always holds.

One theorem we shall also make repeated use of in the sequel, in order to come to the statements in
theorem 3.2, is the one below (¢f [19] for the original statement and proof):

Theorem 3.3 (Milman-Pajor inequality)
Let K, L be convex bodies with the same center of gravity.
Then: vrad(K N L)vrad(K — L) > vrad(K)vrad(L).

As important special instances of the general statement from theorem 3.3, we have that, for any convex
body K with center of gravity at the origin:
First of all: vrad(K N —K)vrad(K + K) > vrad(K)vrad(—K). But since vrad(—K) = vrad(K) and

1
vrad(K + K) = vrad(2K) = 2vrad(K), we get in the end: vrad(K N —K) > §vrad(K).
More generally, for any orthogonal transformation 0: vrad(KN0(K))vrad(K—0(K)) > vrad(K)vrad(6(K)).
Now: vrad(§(K)) = vrad(K) and vrad(K — 0(K)) < w(K — §(K)) = w(K) + w(—0(K)) = 2w(K).

1 K)?
So eventually: vrad(K N6(K)) > Wz}c(lg{))_

Remark 3.4 Theorem 3.3 is actually itself a corollary of a result that applies in a much wider context,
namely the one of rotation invariant and log-concave measures:

Let o, 3 > 0 and consider the measure p on R™ with density dp(z) = aePlelE gy,

Let also ().< 0 <3 and K, L CR" two convex bodies. ,

Set z 1= 5 [ vdu(w) — 5355 [ ydu(y) and C(2) = (g K — 55352) 0 (gl + $5262)-

Then: pu(K)u(L) < p(sindK — cosL)u(C(z)).

3.2.1 PPT-measurements

Let us focus first on the set PPT. We see that:
(M,1-M)ePPT & 0<M,M"1-M,(1-M'"<1 & 0< M, M" <1, so that:

I
Kppr = Conv{2M — 1, 0 < M, M" <1} = (Bﬁl]m) N (Bﬁm)

Figure 1: Symmetric convex body associated with the set of POVMs PPT on C¢ ® C¢

11



We thus have the immediate upper-bound on the mean-width of Kppt: w (Kppr) < w (Bﬁl'Qlloo> ~d.

To get a lower-bound on the volume-radius of KppT, we may apply Milman-Pajor inequality (theorem
3.3) to the convex body Bﬁl~2||oo (which indeed has the origin as center of gravity) and to the orthogonal

1 vrad (Bﬁl‘zH ) )
transformation I': vrad (KppT) > = ~%vrad (Bﬁl_”oo>.

P w (Bﬁﬁ\m)

ence, recalling that vra ~ W i cf example B.8): vra PPT) J Vra 2 ~ d.
H lling that vrad ( BY, BE ) (cf le B.8): vrad (Kppr) 2 vrad ( Bff

lI-lloo

Remark 3.5 In this precise case, it is actually quite easy to be much more definite.

. d? 1/4 . d? 8
In fact, we know that: vrad <B”.Hw) ets & —d (cf theorem A.10), whereas: w (BII~H00> et 3-d
(cf example B.8).

We consequently have, when d — 400, the quantitative estimate:

361/2
167

(14 o(1))d < vrad (Kppr) < w (Kppr) < %(1 4 o(1))d

3.2.2 SEP-measurements

Let us now look at the set SEP. Denoting by CS the cone of separable positive operators on C¢ @ C¢
(definition in appendix D.1) we see that: (M,1 — M) € SEP < M,1— M € CSNB% | so that:

ll-llo

Ksgp = Conv {2M 1, M,1- M eCSn Bﬁl]w} - {ZCSﬁ Bl - 1} N {1 — 208N Bﬁw}

Figure 2: Symmetric convex body associated with the set of POVMs SEP on C? ® C?

In the sequel, we will denote by S the set of separable states on C% ® C¢ (definition in section 1 or
appendix D.1), which is a convex body that is included in the hyperplane of H(C¢ ® C%) of trace 1
Hermitians on C? ® C?.

More generally, for any convex body S which is included in a hyperplane of H(C? ® C%), we will
define the two following associated convex sets of full dimension (see again appendix D.1 for further
information):

e Cg the cone of basis S in H(C? ® C%).

e Yg the symmetrization of S in H(C? ® C%).

12



Firstly, we may notice that: <CS n B ) C (CS N d2BY, ) =Cps-

[l-lloo Il

Consequently: Kggp C {2Cp25 — 1} N {1 —2Cps} C 2% 5.

We thus have the immediate upper-bound: w (Ksgp) < w (2Xp2s) =~ d*w (Xs).
Now, we know that w (Xg) ~ dgﬁ (¢f theorem D.3), so we get in the end the upper-bound on the

mean-width of Ksgp: w (Ksgp) < Vd.

. d? d? Rd? d? _ 1
Secondly, for any fixed 1 < o < 2, we have: (CS N BH-IIOO) D (CS N EB”‘HI N BH-Iloo) = Ecaédz/amﬂs’

where for all s € R, we have defined B, as: By := {M € H(C? @ C%), -1 < M <1, TrM = s}.

2 2
Hence: {acaécﬂ/amdgs — 1} N {1 — acaédQ/amd2S} C Ksep-

Yet, for any convex body K in H(C? ® C?%), we have by Fubini:
+00 d +oo
Vol(K) = Vol(K N HS)FS = / d Vol(K N Hyg2)dt, where for all s € R, we have defined Hj

—0o0 —00

as the hyperplane of trace s Hermitians on C? ® C% H, := {M € H(C? ® C%), TrM = s} (whose
Hilbert-Schmidt distance to the origin is %)

And what is more, if S is a convex body in H(C? ® C?) which is included in the hyperplane H, and
which is symmetric with respect to 1 in H,2, then for any A > 0 and ¢t € R, we have:
1+H)S—1}if —1<t<A-1
On the one hand, {\Cs — 1} N Hyp2 = {a+4) i bi - , as shown on figure 3.
() otherwise

{(1—-(1=0)8}if —(A—1)<t<1

And analogously on the other hand, {1 — A\Cs} N H;p2 = )
() otherwise

&

I | F:L—t:";
t+1

Figure 3: Section of the cone {\Cs — 1} by the hyperplane H,; in H(C?® C%)
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Subsequently, regarding the convex body Ksgp, we have for any ¢t € R:

2 2
Ksgp N Hyp2 D {acaéﬁ/am‘ps — 1} N {1 — acaé(ﬁ/aﬁdQS} N H,;gp

:{Etdzm{(1+t)d28—1}0{1—(1—t)d23} if—(2-1)<t<2-1

( otherwise

2
And therefore: Vol(KSEP) > /

: a Vol (Bye 0 {(1+8)dS =1} 1 {1 - (1 - )d*S}) dt
(21
Furthermore, for any fixed § > 0 and any convex bodies Ky C Hp2, —0 <t < 4, first applying Jensen’s
inequality to the concave function (-)/4", and then setting v := sup [Vol(K;)], one gets:

t<o

5 1/dt 1/db s s\ Vs

{/ dVol(Kt)dt] > 26 (%) / [Vol(Kt)]l/d4 at > <(215/)M4—1;l> / [Vol(Kt)]l/(dAL,l) dt

-6 —0 v -5

1/d* 1/(d*~1
Since it holds additionally that [Vol (Bf)] / o~ [Vol (Bf_l)} f=y o~ d%“ one has in the end:
1/d* 1/(d*=1)
J? 5 d Vol(Ky)dt / 51 Vol(Ky)
d ~ TN dt.
Vol (B3') -5 | Vol (BY")

As far as Kggp is concerned, this implies in terms of volume-radius:
2
2

vrad(Ksgp) /221) d*vrad <d12§td2 N {(1 +1)S — d12} N {d12 —(1- t)S}) dt

Now, for all —(% — 1) <t< %— 1, we may apply Milman-Pajor inequality (theorem 3.3) to the convex
bodies d%Btdz and Q== {(1+t)S — d%} N {d% — (1 —t)S} (which indeed have same center of gravity
vrad (d%ét(p) vrad (€)

1 ~
d%l as justified by theorem D.1): vrad <thd2 N Qt> > —
d vrad (d%Btdz — Qt)
And applying this same inequality (theorem 3.3) once more, this time to the convex bodies {(1 +1)S — d%}
and {d% -(1-tS } (which indeed have same center of gravity d%l as justified by theorem D.1) gives:
vrad ({(1+6)S — & }) vrad ({z — (1 = 8)S}) (1 +6)(1—1)

() = (s - — (L —a—psy 2z )

In order to go any further, we shall need the following result:

Lemma 3.6 (Mean-width of hyperplane sections of the co-norm unit ball)

VO<t<1, w(Bge) 2 (1-tw (Bﬁ]oo) and ¥ —1<t<0, w(Bp) 2 (1+tw (Bﬁ]w)

Proof: Two preliminary statements will be necessary to come to the content of lemma 3.6:

eV0<t<1l, {14+(1-1)Bo} CByp and ¥V —1<t<0, { 1+ (1+t)By} C Bype

~ Tr M = td? ~
Indeed, for 0 <t < 1: M€ {1+ (1-t)By} = { — M € Byp.
Sl<—(1-2)1<M<1
~ Tr M = td? ~
Andfor —1<t<0: Me{—1+(1+8By} = { = M€ Byp.
l<—(1+2)1<M <1

. vrad(éo) 2 vrad (Bﬁl-Qlloo>

Indeed, by Brunn’s principle (corollary A.6), Bﬁm being a symmetric convex body, the function
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s € R — Vol(B;) = Vol

1 ~ o~
Hence: Vol ( . / d Vol(Btdz)dt <2d Vol(Bg), which implies the advertized fact after

(Bﬁ oo N HS) is maximal in 0.
-1
| e

noting that: [Vol (Bg“) KA [Vol (334‘1)]1/(d4_1) and [2d [Vol (Bﬁ

1+ (E = f:lg'.;_'.

Figure 4: Section of the ball BH o by the hyperplane H, ;2 in H(C?® C?)

These two assertions are illustrated by figure 4, and putting them together yields:

fo<t<1: w(étdz) > vrad(étdz) (1— t)vrad(Bo) (1 —t)vrad (BﬁlH ) (1—t)w (Bﬁw), the
first inequality being by Urysohn’s inequality (theorem A.12) and the last equality by example B.8.
And similarly, if —1 <¢ <0: w(étcp) 2 (1+tw <Bﬁljlw>.

Which are precisely the results stated in lemma 3.6.

Keeping this in mind and coming back to our initial issue, we see that:
LBue) > Whe (B, )~ 1 B ) ~db le B
5 . Jw <d2Btd2) 2 w( ) 7 (because w ~ d by example B.8)
For0 <t < -1 { || lloo

H lloo
w () <w((1-1)8S) ~ d3/2 (because w(S) ~ d3/2 by theorem D.3)

1B > (1+1) d? ) ~ ()
And for (2 -1) <t<0: 3" (#Bue) 2 5w () =
w(@) < w((L+H)8) =~ F

Subsequently, for all —(2 —1) <t < 2 —1: w ()

2 <w

s <
vrad (d—lggtdz — Qt) <w (d—lgétdz — ) =w (d2 Btd2) () Sw (ﬁBtcP)? where we used Urysohn’s
inequality (theorem A.12) to get the first inequality.

Btdz), and therefore:

Hence, since vrad (d%étdz) ~w (d%Eth) (¢f example B.8), we finally get for all —(% —1) <t< %—1:

vrad iét(p _ —

vrad Btd2 N ) 2 <di (1+0d=t) vrad(S) 2 wvrad(é’)
d? (1 B ) 2 2
td?

Consequently, what we come to in the end is: vrad (Ksgp) = d*vrad(S).

And since we know that vrad(S) ~ % (cf theorem D.3), we eventually get the lower-bound on the

volume-radius of Kggp: vrad (Ksgp) 2 V.
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3.2.3 “Typical” value of the PPT-norm and the SEP-norm

It was mentionned earlier on (c¢f section 2.3) that, if one is interested in the most probable value
of a given measurement norm, it is the mean-width rather than the volume-radius of its associated
symmetric convex body which is the relevant quantity.

What theorem 3.2 especially tells us is that the mean-widths of the symmetric convex bodies associated
with the sets of POVMs PPT and SEP on C% @ C? are of order of magnitude:

w (Kppr) ~d and w (Kggp) =~ Vd

In terms of the measurement norms || - ||[ppr and || - ||sgp on H(C? ® C%), this implies by equation 1:
) (Sd < ||Allppr < %¢d) > 1 — 2e=C74/8

) (%’\/3 < |Allsgp < %C’ﬁ) > 1 - 2e-C7d/8

/ [PANU(S\?-QII
3C,C">0: 2

anu(si,

3.3 Multi-partite case

The results obtained in the bi-partite setting H = H; @ Hy = C% ® C? may in fact be quite directly
generalized to the multi-partite one H = H; ® - -- @ Hi = (C1)®K,

Denoting by PPT(d, K) and SEP(d, K) the sets of, respectively, positive under partial transpose and
separable POVMs on (C%)®X we have:

Kppra,x) = ﬂ (Bﬁl'lﬁoo) ;
Ic{1,...K}

Ksgpp(a,x) = {2(35(de> nBi — 1} N {1 _2eS(@H) Bﬁw}

where CS@X) stands for the cone of separable positive operators on (CH®K (definition in appendix
D.1).

3.3.1 PPT-measurements

To begin with, let us look at Kppr(q,k)-

First of all, we still have the obvious upper-bound on the mean-width of Kppy(4,r):

w (KPPT(d,K)) S w (Bﬂil‘(‘oo) ~ V dK

Moreover, iterating Milman-Pajor inequality (theorem 3.3), we see that if K7,..., K,, are m convex

m
m [[vrad(K;)
bodies with the same center of gravity, then: vrad <ﬂK1> > =1

i—1 m—1 m
= H vrad | K; — ﬂ Kj
i=1 j=i+1
Hence, in the particular case when K; = 0;(K), 1 <i < m, for a given convex body K with center of
gravity at the origin and given orthogonal transformations 6y, ..., 6,,, we get:

vrad ﬂ@Z(K) > L [vrad(K)] , due to the fact that:
i mel [w(K)]m_l
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vrad(0;(K)) = vrad(K), 1 <i<m

vrad(Gi(K) - N ej(K)) < w(@i(K) - N ej(K)) < w(0;(K)) + w01 (K)) = 20(K), 1<i<m—1
j=i+1 J=i+1

= 1
If additionally, w(K) ~ vrad(K), we eventually come to: vrad (ﬂ@z(K )) 2 2milvmd(K ).
i=1

Applying this general result to the convex body Bﬁl.}ﬁoo and to the orthogonal transformations I'y,
I c{1,...,K}, we obtain the lower-bound on the volume-radius of Kppr(4 x):

1 1
vrad (KPPT(d,K)) > ——vrad (Bﬁi}‘(‘oo) ~ 227 dK

~ 22K

Theorem 3.7 (Volume-radius and mean-width of the symmetric convex body associated with the set
of POVMs PPT on (C%)®K)

1

S d™? S vrad (Kppra i) < w (Kpprx) S 42

Remark 3.8 As in the bi-partite case, we can be more precise (thanks to the explicit results of theorem
A.10 and example B.8) and provide the quantitative estimate, for K fized and d — +oo:

3el/4 2 el/4 q
( 16 > TdK/z(l +o0(1)) < vrad (Kppr(e,)) < w (KpprdK)) < 37dK/2(1 +0(1))

3.3.2 SEP-measurements

Let us look now at Ksgp(4,x)-

In complete analogy to the bi-partite case, denoting by S(@) the convex set of separable states on
(C4)®K (definition in section 1 or appendix D.1) we have that for any fixed 1 < a < 2:

2 2
{QCQEIK/ades(d’K) - 1} ﬂ {]. - acaé;}(/amd;{sw,;{)} C KSEP(d’K) C 2EdK8(d,K)

w(2EdK8(d,K)) ~ dEw (S(d,K))

Then:
vrad %CQE;—K/ AdK S(d.K) — 1} N {1 — %CO‘E;}(/ NdK S(d,K) }) >~ derad (S(d7K))

Besides, we know (cf theorem D.3 for a brief overview and [22] for a detailed account) that:

2% d,K 4K VKlog K
g7 S v (S0) < (80 < S

Theorem 3.9 (Volume-radius and mean-width of the symmetric convex body associated with the set

of POVMs SEP on (C%H)®K)

275Vd < vrad (Ksgp(a,r)) < w (Ksepax)) S VK log KVd

3.3.3 “Typical” value of the PPT-norm and the SEP-norm

Regarding the mean-widths of Kppr (4 i) and Ksgp(q,k), what we have shown is that, if we only focus
on the dimensional dependence and not on the number of party dependence, they scale as:

w (Kppr(ar) = d*? and w (Kspp(x) =~ Vd
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Such information may then be plugged into equation 1 and hence translated into statements on the
“typical” values of the measurement norms || - [|[ppr(4,x) and || - [|[sgp,x) on H (CH®K):

) (CTKdK/Q < [|Allppr@r) < ?)CTKdK/z) > 1 — 2 Ckd*/8

) (%\/3 < |Allsep(a,x) < %\/g) > 11— 2¢ CRI“T/S

P K
A~U(S?
3Ok, Cle >0 u(sti,

P
A~u(sih

”AHPPT(d,K) = dK/2||A||2 ~ [|Ally

1A sEP(d,x) = VAIAll2 ~ | Allak/cr+1)

Indeed, we know from example B.8 that, for all 1 < p < 400, w (Bﬁll\l) ~ (dK)l/z_l/p, so that

1/p—1/2
Il =w (B VIl = (@) 7)),

It may also be rephrased in the following way: For a fixed number K of parties and a growing
dimension d of each of these parties, the set of PPT-measurements behaves (with probability tending
to 1) roughly like the set of all measurements. On the contrary, the set of SEP-measurements is far

from reaching this same discriminating power since || - ||sgp(q,x) =~ d(Kil)/Q Il laLL(d,x)-

What this result means is that, for “most” A € H((C4)®K), {

1Alppr@r) > [Alls > Z@7llAllL

1AllsEP(ax) = 5775 11All2 > (2@%/2||A||1
These lower-bounds were furthermore shown to be first order optimal, at least in their dimensional de-
pendence, since: 3 A € H ((Cd)®K), A#0: HAHSEP(dK) < HAHPPT(d,K) < ﬁmHAHI-

Remark 3.10 It was established in [35] that: ¥V A € H ((CT)®K) {

Nevertheless, what we have just demonstrated here is that these so-called data-hiding Hermitians on
H ((Cd)®K) (in the sense introduced, among others, by [39], [40] or [{1]), even though they exist,
remain “exceptionnal”.

4 POVMs with “few” outcomes whose measurement norm is equiv-
alent to the one of the uniform POVM

4.1 One-partite case

Let d € N* an denote by U := {d|v)(x|de, |¢) € S$(C)} the uniform POVM on C?. The measurement
norm associated with U is by definition (¢f section 2.1):

esd

VA € HEY), Ay = /|w> o, [T I8 aw = TP )

with Py the random rank-1 projector taking value |v) (1| with probability d.

Remark 4.1 Let 1 < p < +o0.

M) = inf [ Al
For any informationally complete set of POVMs M on C?, define: P
pip(M) = HAS‘l‘lglllAHM

Those are respectively the largest constant X and smallest constant p such that: X|-|l, < ||-[lm < pll-|lp,
or equivalently such that: )‘Bﬁl-Hp C Kpm C /,LBﬁl.”p (cf section 2.1).

Due to the convex structure, if {M;, i € I} are informationally complete sets of POVMs on C¢, then
Ap (ZPZM1> = > pidp(M)

for any probability distribution {p;, ¢ € I}, we have: el i€l
Hp <

ZpiMz) < > _pipp(M;)
el i€l
And due to the unitary invariance, if M is an informationally complete set of POVMs on C¢, then
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Ap(VMVT) = A, (M)

Mp(VMVT) = pp(M)

Consequently we get in the end that, if M is an informationally complete set of POVMs on C%, then
for any probability distribution {dp(V), V € U(d)} on the unitaries of C¢, we have:

for any unitary V on C?%, we have: {

Ap ( / VMVpo(V)> > X(M)  and up< VMVpoW)) < up(M)
U(d) Ud)

What we thus see is that, for any single informationally complete POVM M on C¢, \,(M) < \,(U)
and py(M) > p,(U). To put it in more trivial terms, the uniform POVM on C? is the “best” single
POVM on C%, and that is why we shall take a special interest in it from now on.

The question we address in this section is: what is the minimal number of outcomes a POVM on C¢
must have in order for its measurement norm to “behave like” the one of the uniform POVM on C¢ ?

Let us be more precise. Defining the “modified 2-norm” on H(C%) as: [ Aoy := /Tr(A?) + (TrA)2,
we know from [35] that the following inequalities hold:

1
|l - < . < . 3
\/EH H2(1) <|[-llo< ”2(1) (3)

In light of equation 3, our question thus becomes more specifically: what is the minimal number of
outcomes a POVM on C? should have in order for its measurement norm to be in this way dimension-
independently equivalent to the “modified 2-norm”?

4.1.1 First “rough” bound

Let n € N* and { P, 1 < k < n} independent random rank-1 projectors with the same probability dis-
n

tribution as Py. Set S := ) P, (which is a random positive operator that is almost surely invertible
k=1
for n > d) and consider P := { P}, := S—12p.8—12 1 <k < n}, random POVM on C% made of n ran-

n
dom rank-1 operators, and whose associated measurement norm on H(C%) is: ||Allp = Z ‘Tr(]gkA)‘.
k=1

. - d d
e Step 1: Large deviation probability for - ; |Tr(PLA)|, A € Sl\'llzu)

Let 0 < < 1 and consider M; a d-net for || - [[5(;) within S\(\i‘”zu)’ the unit sphere for [ - [|3(1) in H(CY).
2
We may choose M such that }M(g‘ < (14 %)d (c¢f example A.13).

Let 0 <e < 1.

For any fixed A € My, {‘Tr(PkA)‘, 1 <k < n} are iid. random variables taking values in [0;1]
(because ¥ 1 < k < n, 0 < [Tr(PA)| < [Pla|Allz < 1Pz Allaqy = 1).

Hence, denoting by u there common expectancy, we have by Chernoff’s inequality (corollary C.11):

P (i ST Te(PeA)| ¢ [(1 = e)ps (1+ )] | < 27/,
k=1

Yet: p = E|[Tr(PyA)| = L1|Aljy. So by equation 3, we get the estimate: <

U=

1
isd = M
Therefore: P 1 i ‘TT(Pk;A)’ ¢ [1 —e 1+ 6] < 9e—n€?/4V18d
ne— V18d'H d =

Which implies by the union bound that:
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d2
P (3 AeMs: fz I Tr(P.A)| ¢ [ - 1;1) < [ My|2ene /T84 < 9 <1 + (25) e /AV18d

d n 1—6 2 d2 )
Or equivalently: P VAGM,—E Tr(PA)| € |[——:1+€| | >1-2(143) ene/avisd
! ’ ( ' nk1’ sl [Vlg ]>_ < 6>

l—e _dy
£l Z ‘Tr(PkAﬂ < 1+ ¢, then we necessarily have:

Yet, if we have: V A € My, <
V18
k 1

l—€e d6(1+¢€ _d 1+e

d

vAESH, 75 10 < "2 [ Tr(Ped)| < -

Indeed, let us denote by {|k), 1 <k <n} an orthonormal basis of C" and suppose that the operator

T:AeH(CY — ZTr PA)|k) (k| € H(C") satisfies: V A € My, 1 s <T@ A <1+e

k 1

Consider first Ao € SH ll2( SUCh that ||T(Ao)[1 = e:ll%ln) IT(A) = HTH( (cdy,|- ||2(1)) ( (C")»H'Hl)'

2(1)

By assumption: 3 50 e Ms: ||Ag— £0||2(1) <
So: | T(Ao)[l1 < T(A0 = Ao)[l1 + [IT(A0) [l < IT(A0)[I18 + (1 + ¢), that is: [ T(Ag)ll1 < 1.
And thus: V A € S [T(A)]r < [T(A0)x < 5.

. By assumption: 3 A € Ms: ||A — 5”2(1) <9

Now, consider any A € Sd
Sot [T(A)]1 2 [IT(A)] — [ T(A - B = 1= — k5.

1-— a(1 1
Hence, we actually get as advertized: V A € S||'H2(1)’ \/Tge _ (1 +5€) <|TQA)|; < 1 i—;

Subsequently, what we eventually come to is:

2
d l—€ 0(l+e€) 1+e N
d . “ ne?/4v/18d
P <VA € SH_||2(1), ”,?1 ITr(P:A)| € [\/ﬁ =5 '1 5]) >1-2 (1+ 5) e

Choosing for instance § = 1+21\/ﬁ (so that —155 = 2\/7 and —L; =1+ Tf < %) and € = %, we get:
7 2 _
d _ n/144+/18d
P (v A€ Sy § | Tr(PpA)| th 4]) >1-2(3+4V18)" e (4)

e Step 2: Large deviation probability for Z |Tr( PkA)| A e S
k=1

lI-ll2¢1)

Let 0 <n < 1.
Since {Pk, 1 <k < n} are independent random variables taking values in the operator interval
[0; 1], the matrix Chernoff’s inequality (corollary C.12) yields, denoting by M > pl there common

1 n
expectancy: F (n D Pe ¢ [(1-m)M;(1+n)M] | < 2de” /%,

ZPk, 1+1) Zpk

n

1. 1<~
Yet: M =EPy = -1 = Pk,sothat:[P< ZPk¢

) < 9de~ " /4d,

d
k=1
Now, if |~ Y " P, — Y Pyl <1, thenforanyAeS”H( IA] < VA|[All2 < VA||Allaqy = Vd, so
k=1 k=1
n n dn TLN
— Tr(PLA)| — TPA <T P, — P, — P — P, Al < d
il S| <x|(15n-3a)o < [13n-ya] s e
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Hence in the end:

d n n .
P <v Ae Sy, 'n D OITr(PA)| = > [ Te(PpA))|
k=1 k=1

> ﬁn) < 2de~ /4 ()

ng\/a in equation 5 (so that [4} Van: T Ty \[77} [T g}), and
combining it with equation 4, we finally get:

Choosing for instance n =

= > 1 15 d®> _n/144+/18d — /46082
(VAES””() z_:l\ﬂ(PkA)\e[W,8})21—2((3+4\/ﬁ) e~ /1 +de™ )

e Step 3: Conclusion

By homogeneity, what we obtain in the end is:

1 15 a2 _ _ 2
d n/144+/18d n/4608d
P(VAeH(«: ) 5Bl < ||A|p<8HAII2<1>) > 1-2 (3 + 4VIR) ¥ e/ MIVIS g o605

This implies that:

1 15
Vo<a<1,3C,>0:n>Cod® = P(VAeHECYH, ——|Alyp < |Allp < A >>1—
o nz (v & e, llall < 18l < T 1Ak ) = 1-a

The result we have come to might be formulated in the following way: a POVM on C? obtained
from Q(d®) appropriately renormalized randomly chosen rank-1 projectors will behave (with high
probability) as well as the uniform POVM on C?. However, nothing in our reasoning guarantees that
this lower-bound is actually tight, the only a priori lower-bound being that a POVM on C? has to
have at least d® outcomes to be informationally complete...

4.1.2 Improved bound

Actually, it may be shown that, indeed, (d?) randomly chosen rank-1 operators are enough to get a
POVM on C% that emulates the uniform one. To come to this optimal result, one has to make use of
refined deviation inequalities.

e Step 1: Preliminary technical result

Let A € S” s and consider the centered random variable X := d‘Tr(PUAH — | Allv.

For each p € D\I* we may upper-bound its p-order moment by:
P

E|XP — E Z( )t (rua) 1Al <Z( )@ a) Pl
=0
Furthermore, by Jensen’s inequality: V 0 < g < p, [E’Tr(PUA) ‘q < \/[E[Tr(PUA)]zq. And:
E[Tr(PyA)]* = E[Tr (P22 A%2)] = fesyo Tr(|ob) (4 |®2‘1A®2‘1)d¢ =T ( ((figyesyo 1) (I®2ay ) A52)
Yet: Vr €N, [l cque) [N (05 dy = mPSym(d,r) = @—t<xa 2 U(m), where Psyn

71'6(57
denotes the orthogonal projector onto the completely symmetric subspace of (C%)®", and for each
permutation 7 € &,., U(r) denotes the associated permutation unitary on (C%)®"

Thus: E [TI'(PUA)]2q = m 626 Tr (U(T(')A®2q)
TEGog
c(m)
Now: V 7 € &gq, Tr (U(m) A®2q H Tr (Al( )) TrA)Qq_S(ﬂ), where ¢(m) is the number of non-

trivial cycles of m, I(i), 1 < i < c(Tr), are the respective lengths of those non-trivial cycles, and
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e(m)
s(m) = Z (i) is the number of non-fixed points of .

.

Yet if [ = 2t is even: ‘Tr(A%)‘ < [Tr(AQ)]

Andifl = 241 is odd: ‘Tr(AZt“)‘ < ['I&"(A‘”)Tr(A )]1/2 [ (Az)}tﬂ/z [Tr(A2)] [ r(AQ)]t+1.

2
Whereas if s = 2t is even: { [TrA] 2q_2t’ = [TrA}Q(q_t)_
2(g—t—1) 2(q—t)
And if s =2t + 1 is odd: ’ [TrA] 2q—(2t+1)| < [TrA] 2+ [TI"A] ‘
q .
Hence, recalling that HAH;‘(II) = (Tr(A?) + TrA = Z < ) [Tr(A?)] [TrA]Q(qu), we finally get

Jj=
that: V m € Gy, |Tr (U(W)A@Qq)‘ < HAHQ(l)

Soin the end: 35 Tr(U(m)A®) < 5 |Tr (U(r)A=)] < (20)! A3,

TEBG2q TEGyy

(29)! < (29)*
d+2¢—1)x---xd — d2¢ >

[E\X|p<z() 20) AN JAIE < 5P (2 Ay + 1 ATI)?

And since by equation 3: [[Aly < [|Alla1) = 1, we actually have: E|X [P < (3p)P.
This implies that X is a centered vy random variable (see appendix C.2 for all definitions and state-

Thus, just noticing that T we eventually come to:

/p
E|X
ments concerning this matter) with ¢;-norm satisfying: ||X||y, < 262811[)% < 2% x 3 = 6e2.
p=1

With this result in mind, let us now turn back to our initial strategy. Just as before, we first draw
{Pg, 1 <k <n} independently with the same probability distribution as Py, and then consider the

random POVM P := {F}, := S~1/2P,5~1/2 1 < k < n}, where § := . P

k=1
e Step 2: Large deviation probability for — Z |Tr(PLA)|, A € SH st
[t
For a given 0 < § < 1, we consider here again M; a d-net for [| - ||5;) within SH s , that we choose

such that |[M;| < (1 + %)dQ (¢f example A.13).

By what precedes, for any A € My, {Xk = d,‘Tr(PkA)‘ —IAllg, 1 <k < n} are 1.i.d. centered
random variables with ¥1-norm bounded by 6e?. So by Bernstein’s inequality (theorem C.8):

1 ¢ n . € €
Ve>0, P ( " Z€> < 2exp <—4m1n ((662)27662>>

> ¥
k=1

2 . : €2 I T =
And whenever € < 6e“, we have: min ((662)2, 662) = G

Hence, reasoning exactly as in section 4.1.1, what we come to is that, for all 0 < e < 1:

, d & 1—e N
F1rst:|P<VA€M5,nZ’Tr(PkA)}G[;1—1-6])21—2(14-6) o—ne?/144et

k=1 V18
2

d & l—e 6(1+e) 1+4e N 2
Then:[P(VAESd Z‘TI‘(P]CA)‘G[ _ . :|>>1_2(1+> e ne?/144e

lI-ll21)° B 2

217 — V18 1-6 "1-96 )

Choosing, again just as in section 4.1.1, § = 1+21\/E and € = % we thus get:

pvacst, O3 mma)e [ T]) 51 a(svam)? e (6)
H'”Q(l)7 n k 4\/@7 4 il
k=1
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n
e Step 3: Large deviation probability for Z ]Tr(]SkA)L A€ Sﬁl~||2<1>
k=1

In order to conclude, we must at last bound P (

2y P— Y B
k=1 k=1
Yet: || - floo = 1|+ llic, |- Jo)—(ca, 1) 800 ¥V M € H(CY), [Mllos = sup [[Mz]2= sup [(z|M]z)].
z€SL(C) zeS(C)
Besides, considering A" a $-net for || - ||z within S§(C), we have: V z € S§(C), 3T € N': |lz—Z|2 < 3,
so that: [(z[M|x)| <[{z[M|x — )| + [(z — z|M|z)| + [{z| M|z)]

<|lz = zllof[Mzllo + |z = Z[|o| MZ[|2 + [(z]M]z)]

> 77) for any fixed n > 0.
oo

1 4
<= M|l + = sup [ (y| M]y)|
3 3y€N
Thus in the end: || M||s < 2sup|(y|M|y)|, which implies by the union bound that:
yeN

¥ > 0. P(IMlls > n) < W] sup P (|ty[M)| > 3)
ye

Now, let y € N and consider the random variable Y := (y|dPy — 1|y) = d{y|Py|y) — 1.

It is centered (because E(y|Pyly) = 1), and following the exact same lines as above, we might upper-
bound its p-order moment, p € N*, by: E[Y [P < pP(2|/|y) (ylll2q) + 1)P = pP(2V2 + 1)P < (4p)P.

This implies that Y is a centered 1 random variable with t1-norm satisfying: [|Yy, < 8¢

Hence, for any y € N, {Y := (y|dPx — 1|y), 1 < k < n} are i.i.d. centered 1); random variables with
1-norm bounded by 8e?. So by Bernstein’s inequality (theorem C.8):

3 ey o (LT
2n>—ﬂ°<'n;Yk 2n>§2 p( 4(862)2)

1
<y)5 > (dp; - 1)‘@/}
Consequently, since we may choose A such that |[N] < 72¢ (¢f example A.13), we get:

k=1
Vo<n<l1, P éipk_iﬁk >n| =P lEn:(dpk—n
7 nk:l k=1 - nk:l

V0 << 82, [P(

> 77) <92 x 49de—n772/1024e4
o

(7)
1

Choosing, once more as in section 4.1.1, n = S/i5va in equation 7 and combining it with equation 6,

what we eventually come to is:

1 15

P|VAesS > |Tr(PeA)| € {
IFll21)° ’
( 27 £ 8V18" 8

]) >1-92 ((5\/E)d2e—n/36><144e4 4 49d€—n/1152><1024e4d)

e Step 4: Conclusion

By homogeneity, what we obtain in the end is:

P (v A€ H(CY), <Al < 1§HA||2<1)) > 12 ((5v/18) " e n/aox1ttel y gglemn/ms2ai0ctd)

1
—||A
&/ﬁ” l201)

This straightforwardly implies the advertized improvement:
1

Vo<a<1,3C,>0: >Cad2:>[P<VA€HCd,
o n > ( )8\/E

15
I8l < 181l < T1al ) 2 1-a

4.2 Multi-partite case

Actually, the preceding result can be quite directly generalized to the multi-partite setting.
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Let H=C% ® ... ® C% and consider U = U; @ - -- @ Uk the so-called local uniform POVM on H,
which is the tensor product of the uniform POVMs U; on C%, 1 < i < K.

We define the “modified K-partite 2-norm” on H(H) as: [|Al|yx) := \/ Z Trp\ m, [(TTHIA)Z},
Ic{1,..,K}

where Hy;) iy = Ch @@ Clhr,

We then know from [35] that the dimension-independent norm equivalence below holds:

1
—x oy < - Hlo < 1+ llagxe (8)
Jgi e (K)

What is more, we might show as in the one- partlte case that:

VqGN,Vﬂ'l,...,ﬂ'KEGQq, ‘Tl"( ) ®U(7TK A®2q)‘<||A”
Hence, denoting by D :=dy X --- X dg the dimension of H, we have for all q€N:

K
Z Ty (@U(m)A®2q> ,
T yenns TKES i=1 (2q)‘ 2q q
S e I a2, < (B2 ) 1Al
[1(di+2¢—1)x---xd; [1d>
i=1 i=1

E[Tr(PyA)]* =

(see appendix E for a complete proof and additional comments on that matter)

Analogously to the one-partite case, this implies that:

e For any A € S” laier? , X := D|Tr(PyA)| - ||Ally is a centered 11 random variable with 11-norm

satisfying || X ||y, < 22 x (2K +1).

e Forany y € SP(C), Y := D(y|Py|y)—1is a centered ¢/; random variable with 1);-norm satisfying
11l < 262 x (252 +1).

Thus following step by step the exact same lines as in section 4.1.2, we may, for each 1 <7 < K, draw

{P , 1 <k < n}, independent random rank-1 projectors with the same probability distribution as

Py, then set S; := ZP,gi) and at last ]Slgl) = S;l/2Pk(;i)S;1/2, 1 < k <n. The POVM we next look
k=1

at is P := {ﬁél) - ® P(K) 1 <k <n}, random POVM on H made of n random rank-1 operators.
And the final result we eventually come to is:

1

1 __n__ o
P (v A€ H(EP), — Al < A]lP < 85\A||2<K)) > 1-2 ((5V/18") e aRFt + 49P e mranets )

Which leads to a similar statement as in the one-partite case:

1

15
VOo<a<1,3C,>0:n>C,D? = P (v A € H(CP), =l Aoy < [|Allp < SHAHQ(K)> > 1-a

Remark 4.2 As drawn to attention by remark 4.1, the tensor product of the uniform POVMs on
Ch, ..., C% s the local POVM with the “best” discriminating power on C* @ --- @ CU* . That is why
it is of practical interest to have at hand an “almost as efficient” POVM that is “easily implementable”
(which is the case when it may be constructed by picking up “few” projectors “at random”).

A t-design POVM M on C% is by definition a POVM on C% which behaves “up to a certain extent
quantified by t” as the uniform one: M := (dpxPx)xGX with (pz)zex a probability distribution and

(Py)zex rank-1 projectors on C? such that Z;szPx fw esd(c W)(?/J! m Z(;B Ulo).
xT€ oecGy

The uniform POVM is thus an co-design POVM. The reader is referred, for instance, to [36] or [37]
for much more on that extensively studied theory (both “classically” and “quantumly”).
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It was shown in [35] that it is actually sufficient for a local POVM M on C*" @ --- @ C% to be a

tensor product of 4-design POVMs on C1, ... C so that the norm equivalence from equation 8 hold:
ﬁ” Moy < M- lle < - lloxy- This result found diverse applications. It was notably used in

[45] to describe an algorithm that would decide in a quasipolynomial time whether a bi-partite state is
separable or whether it is “far away” from the set of separable states. It was also used in [42] to put
bounds on the possibility of “compressing” quantum states into smaller dimension ones.

Now, there are two main problems that one might encounter following this exact and deterministic
approach: firstly, a 4-design POVM on C% must have at least Q(d*) outcomes, and secondly, no explicit
constructions of such POVMs are known. Hence enlightened perhaps’ the benefit of the approximate
and probabilistic point of view adopted here.

5 Sets of POVMs with minimal cardinality whose measurement
norm approximates the one of the set of all POVMs

The issue we focus on in this section is the one of determining how many distinct POVMs a set M
of POVMs on C? must contain in order for its measurement norm to approximate the one of the set
ALL of all POVMs on C¢ (in the sense that: 30 <A< 1: M- |laLL < |- [lm < |- [laLL)-

In return, we will wonder if it is possible to exhibit sets of POVMs on C¢ containing this minimal
number of distinct POVMs and whose measurement norm approximates the one of the set of all
POVMs on C“.

Before getting at the heart of our problem, let us introduce a few general notions we will later need.

Let d € N*. For all 0 < k < d, we denote by G, the so-called Grassmannian of dimension-k subspaces
of C% (over C). It is a manifold of dimension k(d — k) over C, and 2k(d — k) over R.

For all 1 <p <400, || Ggr may be equipped with the metric d,, defined by:
0<k<d
VEFe || Gqk, dp(E,F) := ||Pg — Pr|p, where Pg and Pr are the orthogonal projectors onto
0<k<d
FE and F respectively.

Each (Gd,k, dp), 0<k<d 1<p<4o00,is then a compact manifold of diameter:

2k) 7 if k< ¢
D,(G = sup dy(E,F)= ( — 2
p(Gak) - p(E, F) {(Q(d ) s

Let 0 < k < %l, 1 <p<+4ooand0 < e< (2k)/P. Denote by N(Gqp,dp, €) the minimal cardinality
of an e-net and by K(Gg4y, dp, €) the maximal cardinality of an e-separated set for d,, within Gy, (see
appendix A.4 for precise definitons). We have the important following fact (proved in [21]):

There exist universal constants 0 < ¢ < ¢ (independent of d, k, p and €) such that:

(20)1/7 2 (d—k) (28)1/7 2(d—Fk)
(C) < N(Gdjk, dp, 6) < K(Gd,k, dp, 6) < <0/> (9)

€ €

5.1 Set of 2-outcome projective POV Ms

Considering d + 1 instead of d if need be, we might assume without loss of generality that d is even,
and look first at GGy q/2 the Grassmannian of dimension-d/2 subspaces of C? (over C). Applying the
general result provided by equation 9 to this special case yields:

di/p
Pialia

€ €

dl/p> @2

d?/2
V1§p§+oo, \V/0<€<d1/p, ( ) SN(Gd,d/diING) SK(Gd,d/Z)dpae) S (C/

Let {Eq, a € A} C Ggay2 be a set of |A] dimension-d/2 subspaces of C*.
We consider M := {P, := (Pg,, PEé), a € A}, set of |A| 2-outcome POVMs on C? whose operators
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are rank-d/2 projectors, and we assume that it is such that:

Jo<A<1: VAeHCY, |Alm > MAlaLL = A|A]x

Let 0 < € < v/d and denote by M, := {Fp, B € B} a maximal e-separated set for da within G g /5.

By assumption on M, we have in particular: ¥ 3 € B, [|Ag,|lm > A|AF, |1, where Ap, := Pr, —PFBL7

thatis: Ve B, dac A: HAFBHPQ > )\HAFBH1
Yet, on the one hand: |[Ap,||; = Tr}PFB — PFE_‘ =d.

And on the other: [|Ag,[lp, = ‘Tr[(PFB —PFﬁL)PEa] |—|—|Tr[(PF6 _PFé)PEé] ‘ = Q}Tr[PEa (1_2PFB)] ‘
Now: [dQ(Ea,Fg)]2 = ||Pg, — PFBH% = Tr(P]%a) + TY(P}%@) — 2Tr(PEaPFB) =Tr [PEa (1 — 2PF5)] + %.
Soi | Ap, lp, =2 |4~ [da(Fa, ).

2 (4 - [d2(Ba, Fp)]*)

2 (4 — [dao(Ex, FB)]2> ’
depending on which one of those two quantities is positive and which one is negative.

We must therefore have, either da(Eq, F3) < \/%d, or dy(EL, Fp) < %d.

And since [dQ(ECJ[,FB)]Q =d— [dg(Ea,F@)]Q, we actually have: ||Ag,[lp, =

IR NI

But by e-separation of M., a ball of radius § for da centered at some given point of G 4/5 contains
at most one point of M. Hence, choosing ¢ = \/2(1 — \)d, we get by what precedes that, for each
a € A, there exist at most two 8 € B such that ||Ag,|lp, > A[[AF,l[1 (because the ball of radius
\/%d for dy centered at E, contains at most one point of M Ny and similarly for EX).

This is enligthened perhaps’ by figure 5 below.

Consequently, we must have: |A| x 2 > ‘M \/m‘
d?/2

d?/2
o . R Vd - c
Now, by maximality of/\/i\/m, equation 9 implies: ‘M\/Q(I—A)d’ > <c 2(1_)\)d> = (\/ﬂ) .
So in the end, we get the following lower-bound on the cardinality of the considered set of POV Ms:

d2
,f1‘3> 1 __c &
=2 2(1—N\) '

F, F-» EF;
& & £
JZl—a)d
F4 F 1:6
/o—\ & @
.EJ' r
i1—1
2 — i
E _ o+ % J Zz
£ @
Pj.' PS \—_/ F9

Figure 5: (Fp)gep a /2(1 — A)d-separated set for dy within G 4/9: for any E e G 4,4/2, there exists
at most one § € B such that dQ(E,Fﬁ) < %d
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Conversely, let us consider as set of 2-outcome POVMs on C? M := {Pa = (PEa7PEé-)? a € A}
where M\/m = {Ea, a € A} is a minimal /2(1 — A)d-net for da within Gy q/s.

d?/2 d?/2
e . ) I d — d
By minimality of M S Ve have by equation 9: |A| < (c 2(1—A)d> = < 2(1—>\)> )
And by /2(1 — A)d-covering of M SN VF€Ggam, JacA: doF, Ey) < /2(1 — A\)d, which

implies, following the exact same lines as above backwards, that: |Ag|p, > A[AF,|[1, and thus that:
[ArlIM = A[AF]:-

Hence, to sum things up, there are basically two things that we have shown at that point:

e If M is a set of POVMSs on C¢ which is composed of 2-outcome POVMs of the form (Pg, Py.)

Ji—x
Gaas2: ||IPF— Ppellm = A|[Pr — Ppo||1.

d?/2
with E' € Ggq/2, it must have at least ( ¢ ) elements in order to be such that V F' €

e There exists a set M of POVMs on C? which is composed of 2-outcome POVMs of the form

, \d?/2
(Pg, Pgpy) with E € Gg4/9, which has less than ( (11_ )\) elements, and which is such that
V F € Ggya, |Pr— Ppillgs > M| Pr — Ppis.

And this result may in fact be generalized to subspaces of C% of any dimension.
Let indeed 1 < k < %l. For all E, F' € G4}, we have:
|1Pr = Ppill(pg.p, . ) =|Tr[Pr(1 —2Pr)]| + [Tt [Pp(1 — 2Pr)] + d — 2k|
=|[d2(E, F)]* — k| + |[d2(E, F)]* + d — 3k|
Now, there exists EL a k-dimensional subspace of EL such that [dg(El, F)]2 =2k — [da(E, F)]2
2((a~ k) - [d(E, F)]*)

o) =Yg ((d— k) — [da(BS, P)))
on which one of those two quantities is positive and which one is negative.

do(B,F) < \/(d— k) — A\
Hence: ||Pp — Ppill(pgp,,) = AllPr— Ppifli < Qor

do(E+, F) < \/(d— k) — ¢
Consequently, considering, similarly to what was done in the particular case k = % above, either a
maximal \/2 (2(d — k) — Ad)-separated set or a minimal \/2(2(d — k) — Ad)-net for dy within Gg, we
get the following result:

e If My is a set of POVMs on C? which is composed of 2-outcome POVMs of the form (Pg, Py.1)

So what we eventually come to is: || Pr — Pp | , depending

d—k _
k

VE€Gap [|Pr—Ppelm 2 A Pr = Ppoi.

2k(d—k)
with £ € Ggy, it must have at least \/Cm> elements in order to be such that
A%

e There exists a set M of POVMs on C% which is composed of 2-outcome POVMs of the form

k

that V F' € Gng, ||PF - PFLHM;@ > )\HPF - PFL||1.

2% (d—Fk)
(Pg, Pp1) with E € Gg, which has less than M) elements, and which is such
i _xA2

As a consequence, M := || My, is a set of POVMs on C¢ which is composed of 2-outcome POVMs
1<k<g

of the form (Pg, Pp.) with E subspace of C%, and which is such that:
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2k (d—Fk) 22 e

— c’ d (o4 C

On the one hand, M| < > (\/d_k/\m> <3 ( 1_,\) < ( 1_,\) )
1<k<¢ Z

k
And on the other, for any subspace F of C?, || Pp — Pp. ||xf > M|Pr — Ppo 1.

5.2 Set of general POV Ms

We now consider M := {Ma = (M(a)>' Lo € A} a set of |A| general POVMs on C¢, and we
1a€la

lo

assume, just as was done in section 5.1, that it is such that:

Jo<A<1: VAeHCY, |Alm > MAlaLL = A|A]x

First of all, let us notice that for any 0 < M <1 and any E' € G4 4/2, defining the traceless Hermitian
AE = PE - PEL =1- QPE, we have:

2Tr [(1 — 2Pg) M|

2Tr [(1 — 2Pg)(1 — M)
one of these two quantities is positive and which one is negative.

Now: ||[Pp—M||3 = Tr(P}%)+Tr(M2) 2Tr(PgM) < TrPp+TrM —2Tr(PpM) = $+Tr [(1 — 2Pg) M.
And similarly: |Pg — (1 — M)||3 < ¢+ Tr[(1 —2Pg)(1 — M)].

Consequently, either || P — M |5 < \/7 — U188l ara-any or [|Pe— (1= M)ll> < /4 = 51 A8l ara-an)-

I1AEN(ma—m) = Tr [ApM]| + |Tr [Ap(1 — M)]| = , depending on which

With this preliminary result in mind, let us turn back to our initial concern.

Consider M\/m := {Ep, B € B} amaximal 1/8(1 — \)d-separated set for dz within Gy q/5.
By assumption on M, we have in particular:
VBeB,JacA I, Cl,: "AEﬁ||(M§Z>,1_Mgg>) > A|Ag, i, where MY = > M.

OLEJa
< \/%d or
2

As pointed out above, since ||Ag,|l1 = d, this implies that either

o~ (1) =

’PEB - Mfi?

But by 1/8(1 — \)d-separation of Mm, the ball of radius \/%d for || - ||2 centered at M§Z‘) or

VeSS Hence, for each o € A and each J, C I, there
= M[Agg

at 1 — M (o) contains at most one point of M
t at t 2 8 € B such that ||A o o
exist at most 2 3 such that || E5H<M§a)’1*M§Q)>
Now, consider one given POVM M = (M;);cr on C? and assume that it such that:
I c 1, |I/‘ =n:VJC I/, 35 e€B: HAEﬁH(M‘],l_M(]) > )\”AEﬁHI
By what precedes, this implies that the 2" distinct M, J C I’, are each
And since those are 1/8(1 — \)d-separated, this entails in turn that the 2" distinct My, J C I’, are
2(1 — X\)d-separated.
Subsequently, the symmetric convex body Ky := Conv{2M; — 1, J C I'} C H(CY) is such that
Kyp = Conv(T) with |T| =2"and V X,Y € T, HX Y2 > (1 — A)d.

Therefore, by theorem B.4: w(Kap) 2 v/2(1 — N)d/Z5 = /2(1 = X) /5.

Yet, it also holds that: w(Kyp) S1 (cf remark 2.4). Hence necessarlly n < d.

1-X :
5~ d-close of a given Ppy.

What we have thus shown is that, for each o € A, there exist at most C? 8 € B such that
[AEg[ar, > AllAE -

As a consequence, we must have: |A| x C?¢ > ‘M\/m‘-
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d?/2 d?/2
Now, by maximality of M TEESYPE equation 9 implies: ‘M 2(17/\)d‘ > (cg(l)\)d> = (8(1)\)> .
So in the end, we get the following lower-bound on the cardinality of the considered set of POV Ms:

s (=) s ()
T O\ /81 -)) VA=) '

Let us summarize: a set of POVMs on C? whose associated measurement norm would be, on any
Hermitian, at least, say, half the one associated with the set of all POVMs on C? has to be composed
of at least C% distinct POVMs (and this whatever the number and the type of the operators composing
each POVM).

Remark 5.1 [t is in fact possible to come to a quite similar result from a rather different (and when
all is said and done, probably more straightforward) approach.

Let us denote by HU(CY) the set of Hermitian unitaries on C. It should be noted that:
1
UcHUCYH < U= 5(1 + P) with P an orthogonal projector on C%

HU(C?) may thus be identified with || Ggy. This implies that for all1 < p < 400 and 0 < € < 21/P,
0<k<d

one can take as e-net (or as e-separated set) for |||, within HU(C?): || {3(1+ Pg), E € Mc(k)},
1<k<d—1

where for each 1 <k < d—1, M(k) is an e-net (or an e-separated set) for d, within Gq.

Therefore, by equation 9, it holds regarding the entropy numbers of HU(C?) that:

There exist universal constants 0 < ¢ < ¢’ (independent of d, k, p and €) such that:

d/2

1/ 2600 L EEVA
22< )) < N(HUEC), |- [y ) < KHUECD, | - [l €) SzZ( )>

Hence, there actually exist universal constants 0 < ¢ < ¢ (independent of d, p and €) such that:

€ €

1\ T2 AN
(ﬁ) < N(HUEC), || - [lpy€) < K(HUEC), || - [lp, €) < ( d) (10)

With this point in mind, we assume as before that we have a set M := {M,, o € A} of |A| POVMs

on C which is such that: NK a1, C Kwm, i.e. )\B” oo © Conv ( U KMQ>, for some 0 < X < 1.
acA
We next fix € > 0 and consider M, := {Ug, [ € B} a mazimal e- sepamted set for || - ||2 within

/2
HU(C?). By mazimality of M. equation 10 entails that: |B| > < f)
What is more, by assumption on M: AM, C )‘BIH\OO C Km-

And by extremality of the unitaries in Bﬁlﬂ , this in fact implies that: A\M. C |J K, -
* acA
Now, let o € A and suppose that there exist n, distinct 3 € B such that \Ug € Ky, .

By e-separation of Mc: ¥ # 8 € B, ||N\Ug—ANUg||2 > Xe. So by theorem B.4: w(Kp,) 2 )\67”05”“.
Since it also stands by remark 2.4 that: w(Ky,) < 1, it follows that: ng < CE/A€,

d?/2
Choosing € = , what we come to in the end is that, on the one hand: |B| > (E\A) , and on
the other: for each a € A, there are at most C¢ distinct 3 € B such that AUg € Ky, -

/A d?/2 .
s ™

Hence necessarily: |A| >
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6 Conclusion and open questions

What spurred us into the investigation carried on in section 3 was the will to get quantitative estimates
on the discriminating power of some classes of locally restricted measurements on “large” composite
systems. The results we obtained, namely that, on (C*)®X  w(Kppt) ~ d¥/? and w(Ksgp) ~ d'/?,
are valid for a fixed K and d — +oo, i.e. for a “small” number of “large” subsystems. Now, the
opposite setting in which the local dimension d is fixed and the number of local parties K — +oo
might be equally naturally considered: it corresponds to the situation of a “large” number of “small”
subsystems. It is a weakness of our approach that it only allows us to deal with one of the two
“regular” high-dimensional multi-partite systems one could think of.

Besides, the reformulation we get in terms of the “typical” value of || - ||ppT and || - ||sgp states that
for A ~ Z/{(Sﬁl), |A|lppr ~ d%/? and ||Allsgp ~ V/d with high probability. However, the initial
motivation for taking a closer look at those measurement norms was the discrimination task described
in section 2.2. Our results should therefore be translated now into statements on the “typical” value
of the biases H%p — %O'HPPT and H%p — %UHSEP for “random” states p and o (see appendix D.2 for
more details on how to define rigorously what a “random” state could be).

In section 4.1, it was shown that the uniform POVM on C?¢ could be emulated by drawing Q(d?)
uniformly distributed rank-1 projectors. From there, one could then legitimately ask the following
question: given a rank-1 POVM which already approximates the uniform POVM, how many rank-1
projectors should be sampled from the corresponding probability distribution in order, once again, to
emulate the uniform POVM? One would expect that Q(d?) rank-1 projectors would not be enough
anymore in that case, but perhaps’ Q(d?(logd)®) or Q(d?>*€)... The reason why this wonder could be
relevant is that POVMs with a finite number of outcomes are known to “behave almost as well as”
the uniform POVM, for instance 4-design POVMs (the reader is referred to [38] for definitions and
one-partite results, to [34] and [35] for multi-partite generalizations).

Regarding now section 4.2 and the approximation of the local uniform POVM in the multi-partite case,
there is something else that might be worth pointing at: the random approximating POVM which is
constructed there is a separable POVM but not a local POVM (in the sense defined in section 3.1).

Indeed, on €M @ ---® C% = CP, it is of the form Pspp = {ﬁél) Q- ®]3,§K), 1<k< CD2} and not
of the form Pro = {ﬁ,gll) R ® ﬁ,gf), 1 <k; <Cd? 1<i<K}. Both types of POVMs are made of
Q(D?) random operators, but the problem in the latter case is that those random operators are not

independent anymore, which forbids an application of the “usual” large deviation estimates without
change...

As for the approximation of the set of all POVMs on C%, it was proved in section 5 that it requires
C%¥ POVMs. One could then naturally wonder how many POVMs would be needed to approximate

many other sets of POVMs (for instance the sets of local, separable or positive under partial transpose
POVMs on (C4)®K).
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Appendices

A Convex geometry and functional analysis

A.1 Duality between norms and convex bodies

The reader is referred, for instance, to [6] or [10] for a complete exposition of all the basic convex
geometry notions presented succinctly in this section.

Let (H,| - ||) be a real Hilbert space (with the norm || - || deriving from an inner product (:|-) on H).
For any norm 1 on H and any r > 0 we will denote by B, (r) := {z € H, n(xz) < r} the closed ball of
radius r (centered at the origin) for . When r = 1, we will generally omit it and write B, := B, (1)
to denote the closed unit ball (centered at the origin) for 7.
Proposition A.1 Let K be a symmetric convex body of H with non-empty interior.

1
Define its gauge or Minkowski functional gk : © € H— inf {t >0, v € tK} = inf {t > 0, e € K}
Then gk 1s a norm on H that is such that By, = K.

Proof: The subadditivity of gi is guaranteed by the convexity of K and its homogeneity is guaranteed
by the symmetry of K. Due to the fact that K is compact, gx is additionally positive definite.

Proposition A.2 Conwversely, for any norm n on H and any r > 0, By(r) is a symmetric convex
body of H with non-empty interior, and gp, = 1.

Definition/Proposition A.3 For all K C H we define its polar as K° := {x € H, V y € K, |(y|x)| < 1}.
If K is a symmetric convezx body of H, then so is K°, and (K°)° = K.

And in such case, the following duality formulas stand:

VaeH, gg(z)= sup [(y|z)| and greo(z) = sup [(y|z)]
yeK®° yeK

Let n € N*. We define the inner-product (:|-) on R™ by:

VIE: (3717--'7%1)73/: (yla"wyn) € [Rn7 <$|y> = Z TiYi

1<i<n
We more generally define, for all 1 < p < 400, the p-norm || - ||, on R (with associated unit ball later
denoted by By) as:
1/p
Va=(z1,...,2o) €R", |zf|p = Z |z;|P , 1 <p< 400, and ||z]| := 12%}%‘%’

1<i<n

In the so-called classical or commutative space (R, (-|-)), the following duality holds:
/

1 1 o
Vlgp,p'§+oo,2;+f:1, (B})" =By (11)

Let d € N*. We define the Hilbert-Schmidt inner-product (-|-) on the space of complex Hermitian
d x d matrices H(C?) = R? by:

VY M,N € H(C%), (M|N) :=Tr(MN)
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We more generally define, for all 1 < p < +oc, the Schatten p-norm | - ||, on H(C?) (with associated
unit ball later denoted by Bﬁ,”p) as:

¥V M € H(CY), [|M]lp == (Tr|M ")/, 1 < p < +oo, and Mo = ||| M]|

Denoting, for each M € H(C?), by A(M) = (M (M),..., \g(M)) € R? the real-valued d-tuple of
eigenvalues of M, we have: ¥V 1 < p < +oo, || M|, = [[A(M)],.
In the so-called quantum or non-commutative space (H(C?),(-|-})), the following duality holds:

1 1 °
V1< p,p’ < +oo, ; + 17 =1, (Bﬁi”p) - Bﬁ'“p’ (12)

A.2 “Classic” geometric inequalities involving volumes

In this section are exposed the most basic inequalities involving volumes. Since those really are
fundamental, rather detailed proofs are for once included. The reader is referred to any standard
geometric functional analysis textbook for an enlarged outline of the fruitful interplay between convex
geometry and functional analysis (e.g. [7], [8] or [10]).

In the sequel, the Lebesgue measure on R™ will be denoted indiscriminately by either Vol(-) or |- |.

Theorem A.4 (Prekopa-Leindler functional inequality)
Let f,g,h: R" — [0;+00] and 0 < A < 1.
Assume that those are such that: ¥ z,y € R", h(Azx + (1 — \)y) > f(z) g(y)' ™

e o= (L) (L)

Proof: The preliminary observation in showing Prekopa-Leindler inequality is that for compact sets
A,B C R, |A| + |B|] < |A+ B|. Indeed, by translation invariance of the Lebesgue measure on R,
one might assume without loss of generality that A C R~ and B C R*, so that A,B C A+ B and
|AN B| =0, which implies that |A| +|B| < |A + B).

Then comes the initialization step which consists in proving Prekopa-Leindler inequality on R.
“+oo

By the definition of Lebesgue’s integral itself: V F : R — [0; +00], / F = / {F > a}|da.
R 0
Yet, if f,g,h: R — [0;4+00] and 0 < A < 1 satisfy the assumptions of Prekopa-Leindler inequality on

R, then: V a > 0, Mf > a}+ (1 —X){g > a} C {h > a}, so that by the preliminary observation:
Mz at+ 0 =My =z a}| < [Mf =a}+ (1= M{g=a}| < {h = a}].

Integrating on both sides over a > 0 yields: /\/ f+1=X / g < / h.
R R R

A 1-A
And by arithmetic-geometric mean inequality: ( / f> < / g) < / h.
R R R

To finish with is the induction step on the dimension.

Assume Prekopa-Leindler inequality holds on R"~! and consider f, g, h: R" — [0;+0c] and 0 < A < 1
satisfying the assumptions of Prekopa-Leindler inequality on R™.

Defining for any F': R® — [0;+00] and any t € R, F}, : # € R*! +— F(¢,x), we then have:
t=XM+(1-Ns = Va,y e R bz + (1= Ny) > fr(2) gs(y) .

A 1-X
So by induction hypothesis: / hy > < / fr> ( / gs> .
Rn—1 Rn—1 Rn—1
A 1-X
Hence, by Prekopa-Leindler inequality on R: / ( / ht) > < / ( / fr>> ( / ( / gs>>
R \JRn-1 R \JRn—1 R \JRn-1

which is precisely Prekopa-Leindler inequality on R™.

Theorem A.5 (Brunn-Minkowski geometric inequality)
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o Additive dimensional form: For any non-empty measurable sets A, B C R™:

Vol(A + B)Y/™ > Vol(A)Y/™ + Vol(B)'/"

o Multiplicative adimensional form: For any measurable sets A, B C R™ and any 0 < X\ < 1:

Vol(AA + (1 — \)B) > Vol(A)*Vol(B)!~*

Proof: Brunn-Minkowski geometric inequality is actually nothing more than Prekopa-Leindler func-
tional inequality (theorem A.4) applied to f =14, g =1p and h = IxA+(1-N)B-

Corollary A.6 (Brunn’s principle: Hyperplane sections of a convex body)

Let K C R™ be a conver body and u € R™.

Define frc, :t € R Vol(K N {tu+u*}). Then, [fKM]l/("_l) is concave on its support.
If K is additionally symmetric, then fi ., is even, and hence maximal in 0.

Proof: Consider the hyperplane sections of K K; := K N {tu +u'}, t € R.

By convexity of K, for all 7,s € Rand all 0 < A < 10 MK, + (1 — \)Ks C K4 (1—x)s; Which implies
by Brunn-Minkowski inequality (theorem A.5):

AVOL(K, )™= 4 (1 — A)Vol(K )Y ™™D < VOl(AK, + (1 — N E,)Y ™D < Vol(Ky, i 1)) ™Y
And this means precisely, as wanted, that for all r,s € Rand all 0 < A < 1:

FreaQr 4 (1= N))V Y 2 A fre ()Y 07D 4 (1= X) freu(s) 07

A.3 Volume-radius and mean-width of a convex body

For any real m-dimensional Hilbert space (H, (-|-)), we will later denote by Vol(-) the m-dimensional
Lebesgue measure on H.

Let n € N*. For a given convex body K C R", we define its volume-radius as the radius of the

1/n

euclidean ball which has the same volume: vrad(K) := (VOI(K)> .
Vol (By)

Theorem A.7 (Volume-radii of the commutative p-norm unit balls)

Letn e N* and 1 < p < +o0.

[2r(1+1/p)]"

I'(1+n/p)
(14 1/p) p'/? (7>1/p—1/2
oo r(1+1/2) 21/2 ’

In particular: vrad(B?) ~ \/%\lf and Vrad(Bgo) ~ %\/ﬁ
n—T0o0 n—-+o0

The volume of the unit ball of R™ for || - ||, is: VOI(B”) =

As a consequence: vrad (Bg)

400
Let us recall that the Gamma function is defined by: V = > 0, I'(x) := / t*te~tde,
0

Remark A.8 Theorem A.7 is actually a special instance of the more general result:
fon €7 4

For all symmetric convex body K C R™ and all p > 0, |K| = T(1+n/p)
n/p

The latter z's a comsequence of the computatwn
_ _ + - oo _ + _

One thing we retrieve from theorem A.7 is:

1 1 1 1
V1<pp <400, —+— =1, vrad(Bl) = nt/27 10 =
p P

ni2=1/p = vrad(By)
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1
vrad (BIT}) '
We shall see in theorem A.9 below that such inverse scaling between the volume-radius of a symmetric
convex body and the one of its polar is in fact not specific to the p-norm balls.

Hence, in light of the duality formula 11: V 1 < p < 400, Vrad((B;‘)o) ~

Theorem A.9 (Santald’s inequalities)
There exists 0 < ¢ < 1 such that for alln € N* and all K C R™ symmetric convexr body:

[C”VOI(BS)]2 < Vol(K)Vol(KO) < [Vol(Bg)r, 1.e. c < Vrad(K)vrad(KO) <1

Proof: The so-called direct Santald inequality, that is the upper-bound on Vol(K)Vol(K°), is amongst
the “standard” geometric inequalities. Let us sketch the proof due to Meyer and Pajor [17], which
makes essential use of the Steiner symmetrization (see e.g. [10] for a detailed presentation).

The Steiner symmetrization of a symmetric convex body K C R™ with respect to a hyperplane H of
™ is defined as: Ky := {%(m —y), z,y€e K, x —y € HL}. It satisfies the two main properties:

o Volume-preservingness: Vol(Kp) = Vol(K)

e Convergence to an euclidean ball (in geometric distance dy(K, L) := inf{f/a, L C K C BL}):
3 (Hi)ken © K, T K* where K* = vrad(K)B}.
— 400

To complete the proof, it thus suffices to show that:
Vol((Kg)°®) > Vol(K°) (13)

Indeed, taking then (Hj)gen such that Ky, — K*, we also have (Kp, )° L (K*)°.
——+00

k—+o0
So, since already V k € N, Vol(Kp, ) = Vol(K), if additionally V £ € N, Vol((Kp,)°) > Vol(K°), then
V ke N, Vol(Kp,)Vol((KH,)°) > Vol(K)Vol(K°).
And consequently Vol(K*)Vol((K*)°) > Vol(K)Vol(K®) i.e. [Vol(B%)]* > Vol(K)Vol(K°).

Now, considering for any convex body K its slices f( [ | = {x € H T+ sug € K }, s € R, where
H* = Rup and |lugll2 = 1, we have by Fubini: Vol(K) = [ Vol(K[s])ds. So to get equation 13, it is
actually enough to show that:

Vs eR, Vol((Kg)°[s]) > Vol(K°[s]) (14)
Yet, one may check that, by symmetry of K°: V s € R, 3(K°[s] — K°[s]) C (Ku)°[s], so that:
Vs € R, Vol((Kg)°[s]) > Vol (3(K°[s] — K°[s])) > (Vol(K°[s])Vol(—K°[s]))"/? = Vol(K®]s]), where

]
the next to last inequality is by Brunn-Minkowski inequality (theorem A.5).
This is precisely equation 14.

Proving the so-called reverse Santald inequality, that is the lower-bound on Vol(K)Vol(K°), is much
more involved. It relies on Milman’s isomorphic symmetrization introduced in [18]. The reader is
refered again to [10] for a complete proof.

Let d € N*. H(C%) is a d?-dimensional real vector space. Thus, if we still define the volume-radius of
a convex body K C H(C?) as the radius of the euclidean ball which has the same volume as K, we

1/d?
get: vrad(K) := (VOI(K))> .

Vol (Bg”
The results of theorem A.10 below are taken from [20].

Theorem A.10 (Volume-radii of the non-commutative p-norm unit balls)
Let d € N*.
The unit ball of H(CY) for || - ||2 has the same volume as the unit ball of R for || - ||
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d _ d?\ _ \/7?12 . d 1/d? ~ 2me
Vol (B, ) = Vol(BS") = iy, s0 that: (Vol (B{,)) |~ Y5
And more generally, for all 1 < p < +o00, the volume of the unit ball of H(C?) for || - ||, satisfies:
A1) = e 1/2
A(+o0) = §

1/d? 27763/2A(p/2)
d a7 1 1
(VOI (BH'”P)) p ~ 1/2+1/p , with i < A(q) <4 forg < g < +o00, and

As a consequence: ¥ 1 < p < +o0, vrad (Bd, ) ~ el/2A(p/2)d/?= /P,
-llp ) g— oo

Hence, regarding the volume-radii of both the commutative and non-commutative p-norm unit balls,
one fact that may be worth pointing out is the following:

V1<p<+oo, vrad <B|C|1'HP> ~ vrad (Bg) ~ dl/2-1/p

This is a striking phenomenon. Indeed, the non-commutative Hilbert space H(C?) has real dimension
d?. Nonetheless, the relation between the volumes of its p-norm balls and the one its euclidean ball
is not the same as the relation which holds in the d?-dimensional commutative Hilbert space [Rdz, but
instead the same as the relation which holds in the d-dimensional commutative Hilbert space RY.

Remark A.11 Other quantities that might be of interest regarding the volume considerations in the
geometry of a given convexr body K C R™ are its in-radius inrad(K) and its out-radius outrad(K):
inrad(K) is the radius of the largest euclidean ball (centered at the center of gravity of K ) which is
contained into K, whereas outrad(K) is the radius of the smallest euclidean ball (centered at the center
of gravity of K ) which contains K.

Let K C R™ be a convex body containing 0 in its interior.

For all unit vector u € S%, we define the width of K in the direction u as: w(K,u) := sup (x|u).
zeK

We then define the mean-width of K as: w(K) ::/ w(K,u)du, where du denotes the uniform

2

probability distribution over S3.

When K is symmetric, we may write more simply (consult appendix A.1 for needed notations):
w(K,u) = gro(u) and w(K) = / gro(u)du
Sy
Theorem A.12 (Urysohn’s inequality)
Let K C R™ be a symmetric convex body. Then: vrad(K) < w(K).

Proof: By integrating 1py and 1k in polar coordinates, we see that:

1
Vol(Bgy) = / 1py(z)dr = / / " tdrdu
Rn 7 Jo
1/gxo (w) 1
Vol(K°) = / Lo (x)dx = / / " tdrdu = / / gro(u) " dsdu (s = ggeo (u)r)
n » Jo nJo
Hence, by Jensen’s inequality applied to the convex function (-)_1/ " we get:
Vol(K°)\ /" /
VOI(BQL) N S

1/n o\ —1/n
Now, by Santald’s inequality (theorem A.9), we know that: (%) < <XE}E§;;) , which
yields as advertized: vrad(K) < w(K).

—1/n
9gKe (U)_”dU> < | gke(u)du = w(K)

n m
2 52
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A.4 Estimates on entropy numbers by a volumic approach

Let (X,d) be a metric space and T' C X be a subset of X. Fix € > 0.
A collection of points {z;, 1 <i<n} C T is said to be:

e anenet of T for dif T C |J By(wi,e).
1<i<n

e an e-separated set in T for dif V1 <i# j <n, d(z;,z;) > e

The cardinality of a minimal e-net of T" for d is called the covering number N(T,d,¢).
The cardinality of a maximal e-separated set in T for d is called the packing number K(T,d,€).
The logarithms of the covering and packing numbers are often referred to as the entropy numbers.

Noticing that a maximal e-separated set is an e-net, and that an §-net may be mapped to an e-separated
set, one gets the relations:
N(T.d,e) < K(T,d,e) < N(T.d, /2)

Example A.13 For all A, B symmetric convex bodies of R™ and € > 0, set N(A,eB) := N(A,gp,¢€)
(consult appendix A.1 for needed notations).
By simply estimating the volumes of either a minimal e-net of A for gg or a maximal e-separated set
i A for gp, one gets the bounds:

Vol (lA)

€

Vol(B)

Vol (B + 24)

< N(4,eB) < Vol(B)

o 1\" Vol(A) 2" Yol(4)
I Bc A: [ = <NA,eB)<[1+ - .
n particular, if B C (6) Vol(B) = (4,eB) < < + 6) Vol(B)

B Gaussian variables

We will assume throughout this section that we have at hand an abstract probability space (€2, P) on
which all random variables are defined.

B.1 Generalities

e A real-valued random variable g :  — R is said to be (standard) gaussian if:

1 too 2
VteR, P(g>t)=— e 2z
V2T Jt

We will write in such case: g ~ N(0,1).

e Let n € N*. A vector-valued random variable g = (g1, ..., 9n) : 2 — R™ is said to be (standard)
gaussian if the g; : @ — R, 1 <i < n, are independent (standard) gaussian real-valued random
variables, i.e. if:

1 +oo +oo
YV (t1,...,tn) €ER", P(g1 > t1,...,0n > tn) = / / ef(x%‘L"'x%)/del...dxn
t1 tn

V2w
We will write in such case: g ~ N™(0,1).
The (standard) gaussian probability measure on R™ is thus defined as:

dvy(z) = Le_(x%*"x%)mdxl ...dz,

ver"

Its two essential features are being a product measure and invariant under orthogonal transformations.
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Remark B.1 More generally, given i € R and 0 > 0, one wzll say that a real-valued random variable

g:Q — R has law N'(p,02) if: VtER, P(g>1t) = e~ (@—1)?/20° 4.

V2mo?

For any real-valued random variable Z, we define its p-norm, 1 < p < 400, as:

1Z|l, == (E]Z]P)/P if 1 < p < +00, and || Z]|s0 := sup |Z].

Then, for any collection Z := {Z;, i € I} of real-valued random variables and any ¢ > 0, we may
define its covering number: Nz(e) := N(Z, || - ||2,€) (¢f appendix A.4).

Definition B.2 A collection {Z;, i € 1} of real-valued random variables is called a Gaussian process
if all the linear combinations of the variables Z;, i € I, are Gaussian.

The following theorem, which provides bounds on the supremum of a Gaussian process indexed by a
countable set, is quite fundamental. A proof and additional comments can be found in [9].

Theorem B.3 There exist constants C,C’ > 0 such that for any Gaussian process Z := {Z;, i € I}
indexed by a countable set I, we have:

+o0
C sup (e log Nz(e)) <LE <sup Zi) < C”/ v/ log Nz(€)de
0

e>0 el

This general result is actually obtained by iterating the finite-case theorem below (which will often be
sufficient for the applications we have in mind):

Theorem B.4 Let {Z;, i € I} be a Gaussian process indexed by a finite set I and such that:
Jda,6>0: Viel, |Zio<aandVi#jel, |Z;— Zj||2 > 5.

Then: CB+/log|I| <E <sup Z¢> < C'ay/log |I].
i€l

Furthermore, if the Gaussian process is additionally centered, then one may choose C' = /2.

B.2 Gaussian variables and mean-width

Within the framework of Gaussian variables, one may give an alternative definition of the mean-width
as the one provided in appendix A.3.

Let K C R™ be a convex body containing 0 in its interior.

Its mean-width may actually be equivalently defined as: w(K) := Egpnn(o,1) [sup <x‘ i Cﬁl > .
reK

Yet, for G ~ N"™(0,1), ||G||2 and ﬁ are independent random variables, so that:

= G - G — G
e saptlcn] = €161 supa )] = et € sup(al )] = 2o [mpa )] when
Yo = EgonnonllGll2 = W, so that vn —1 <, < {/n.
We thus get in the end: w(K) = %n[EGwvn(o,l) [sup( G)]

€K
When K is symmetric, we may write more simply: w(K) = ,Yin[EGNNn(o;) 9K (G)].

Theorem B.4 then provides a quite often efficient way of bounding the mean-width of convex bodies
that are the convex enveloppe of a finite number of points.

Let indeed T' C 7B% be a finite set. Then: vrad(Conv(T)) < w(Conv(T)) < 7y2\1;g\Tl where the first

inequality is by Urysohn’s inequality (theorem A.12) and the second inequality is by theorem B.4.

If additionally: V o #y € T, || — y||2 > 0, then by theorem B.4 again: w(Conv(T)) 2 oy i;%m.
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Example B.5 Mean-width of the commutative p-norm unit balls.

e Foralll <p<+oo and 1 <p < +oo such that%%—}% =1, we have:

1/p! _
w (By) = L[EG~N”(071)HGHp’ = Zl/pz =n!/271/P ~ yrad (By)

n

e w(B}) = %EGNNn(OJ)HGHOO ~ Vi;%" ~ /logn vrad (BY})

B.3 Brief incursion into random matrix theory: the GUE

The results from random matrix theory presented in this section are by far not the most general ones:
we have focussed on the limited statements that were of use for our purpose. The reader is referred
to [11] for a complete exposition and proofs.

e A complex matrix-valued random variable G = (G, x)1<jk<a : © — C¥*?is said to be (standard)
gaussian if the G : @ — C, 1 < j, k < d, are independent (standard) gaussian complex-valued
random variables.

We shall write in such case: ¥V 1 < j,k < d, G, ~Nc(0,1) and G ~ NZ*4(0,1).

e A Hermitian-valued random variable H : Q — H(C%) is said to belong to the Gaussian Unitary
Ensemble (GUE) if H = (G + G') with G ~ NE*4(0,1).
We shall write in such case: H ~ GUE(d).

For any H € H(C?), we denote by A1 (H),...,\q(H) € R its eigenvalues, and by A, (H) its largest
eigenvalue.

d
1
We then define its empirical eigenvalue distribution as: Ny := &Z(S)\j(H) : R — [0;1].
j=1
In other words, Ny is the probability measure on R which is characterized by the property that for
any I C R, Ng(I) is the proportion of eigenvalues of H belonging to I.

We also introduce the so-called semi-circular probability measure on R:
1
dvge(x) == 5=V 4 — 2?1 _g 9 (w)dx

Theorem B.6 (Wigner’s semi-circular law)
For every d € N*, let Hy ~ GUE(d). Then N%Hd L vsc in the following sense:
d — =400

d——+o0

Ve>0,VICR, lim |P<'N\}3Hd(I)VSC(I)‘>€)=O

Furthermore, Apmax (ﬁHd) P 2 in the following sense:

— 400

1
Ve>0, Il Pl | Amaz | —=Hg | — 2| > =0
>0, Jim P (|nee ( J2a) 2] > )

Remark B.7 Wigner’s semi-circular law remains actually valid under much weaker hypotheses on
the considered sequence of random matrices (namely that for all d € N*, Hy € H(C%) has independent
centered and suitably bounded entries).

For instance, if not looking at a sequence of GUE matrices but instead at a sequence of GUE matrices
conditioned to have trace 0, the limit eigenvalue distribution will not be affected.
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One consequence of Wigner’s semi-circular law (theorem B.6) is that, for all p € N*:

v (@)

Hence, for all p € N*, the expectancy of the p-norm of a GUE matrix follows the asymptotics:

d

p
} = Ea~cUE() Z

j=1

1A

p +o0
~ d z|Pdvsce(z
Nz / |z|Pdvsc(x)

d—-+o00 — 0o

EAa~cUE() [Tl“

+oo 1/p ) 172
Ea~cue@llAllp Mats (/ lepdusc(x)> dL/r+1/

Besides: Ea~qura)l|Allec = ~ 2d'/?
d——+o0

Now, the moments of the semi-circular probability distribution may be computed:

+00 1 2
/ |z|Pdvse(x) = — / 2P/ 4 — 22dx
T Jo

—0o0

D /2
_4x2 / sin” 0(1 — sin? )de
i 0

4 x 9P /2 /2

_4xz2 (4(1) - 1)/ sin? 2 (1 — sin? 0)d0 — (p + 1) / sin?™2 §(1 — sin? 9)d9)
0 0
+00 9 +o00 )

—ap=1) [ el Pvso) - 0+ 1) [ laP*dsc(a)

where we operated the change of variables x = sin § from the first to the second line, and an integration
by parts from the second to the third.
|z|Pdvsc(x).

400 _ 2(p+ 1) /-I—oo

We thus get the recursivity relation: V p € N, / PP dvge(z) = ————
L e =g e L
Which implies that for all ¢ € N:

massete) = 3 () [ e =55 (7)
/_OO |lz|“Ydvge(x) ) (q) - vso(x) 1 \g
Foo 1 /2 oo 1 [/2¢\ 8
Zatlq = (™ / d = (1) =
/_oo =1 vso(@) qg+1 <Q> —oo [ldvsc (@) q+1\q)/) 3nm

[e.e] o0 ™ . 71—/2
In fact: [T dvge(x) =1 and [T |z|dvso(x) = 2 ] /% $in 6 cos? 06 = 8 {_#]0 =2

Example B.8 Mean-width of the non-commutative p-norm unit balls.

For all1 <p<+oco and 1 <p' < +oco such that%—l—ﬁ =1, we have:

1/241/p' _
w(Bf),) = S5 Eomour@Glly ~ L7 = a2 p ~ vrad (B )

II-ll»

C Large deviations

C.1 Concentration rate and deviation inequalities on a probability metric space

The so-called concentration of measure phenomenon and the counter-intuitive results it yields in high-
dimensional convex geometry have been extensively studied already. Those subjects are however still
continuously shaped by new developments. A both general and detailed presentation of this field may
be found in the very accessible [7] or the more technical [8]. [12] presents a more probability-orientated
account of these ideas.

Let (X, d, pt) be a probability metric space. We define:
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e The diameter of (X,d): D(xq) = sup d(z,y) € [0;400].
z,yeX

e The concentration rate of (X,d,p): o(xau : v € |0;+00] — sup w(X \ 4,) € [0;1],
ACX, p(A)>1
where A, :={z € X, d(x,A) > r} is the r-extension (or r-neighbourhood) of A.

A function f : (X,d) — R is said to be L-lipschitz, L € RT, if: V x,y € X, |f(z) — f(y)| < L d(x,y).
< > 1
A median for p of a function f : (X, ) — R is any ms € R such that: ,u({f - mf}) - %
,u({f > mf}) > 5

The average for p1 of a function f: (X, u) — Ris: My := [, fdpu.

Theorem C.1 Let f: (X,d,u) — R be a L-lipschitz function. Then:

V>0, p({lf —mgl 2 r}) €2 apeag (1) ond w({lf = Myl = 1}) €2 ageap (7)

1 1
Conversely: ¥ r > 0, a(x,qu)(r) = sup —u({lf =my|=r}) = sup  —p({|f— Mg =1}
F(Xdp)—R 2 (X dp)—R 2
f 1-lipschitz f 1-lipschitz

What theorem C.1 brings to light is that there is a strong connection between the so-called concentra-
tion of lipschitz functions f : (X, d, u) — R around their median or their average and the isoperimetric
problem on (X, d, j1), namely: given 0 < e < D(x 4 and 0 <m < 1, find A C X such that u(A) =m

and p(Ad) = X,iﬂ(f A 1(Ac).-

Example C.2 Concentration of measure phenomenon on the real euclidean unit sphere.

Denote by uy, the n-dimensional (volumic) Lebesgue measure on R™ and by oy, the induced normalized
(n — 1)-dimensional (surfacic) measure on S§. oy is also the unique rotationally invariant probability
measure on Sy (unique Haar probability measure for the action of the orthogonal group O(n) on S3 ).
The isoperimetric problem has been solved by Lévy on (S%, || - |2, 0n):

Forall0 <e<1and0<m <1, inf on(Ae) exists and is attained by the spherical cap
ACSY, on(A)=m

C(z,r):={y e Sy, ||lx—vylla <r} for any x € S§ and r such that O‘n(C($,’I”)) =m.

2

Now, it holds that: ¥ © € S}, V 0 <r < /2, O'n(C(SU,T)) < e /2 where €, 1= 1 — CR

We thus get as a corollary of Lévy’s isoperimetric theorem the following concentration inequality for
lipschitz functions on (S5, || - |2, 0n):
If f: (ST, | - ll2,0n) — R is a L-lipschitz function, then: ¥ r > 0, Jn({|f —myg| > r}) < 9e—nr?/2L?,

The so-called Laplace transform method enables one to get more user-friendly concentration results
whenever (X, d) has finite diameter. It may be summarized as follows:

First of all, we have by Markov’s inequality that for any function ¢ : (X,d, ) — R and any a € R:
>a}) < inf (e [ eMd
n(lg = a}) < fnf <e /Xe M)

Then, we have by Jensen’s inequality that for any function f : (X,d,u) — R and any A > 0:

X XxX

Moreover, if V 2,y € X, |f(z) — f(y)| < k, then /X . AT qp(2)dp(y) < kA% /2.
X
And the last thing we should notice is that whenever D(x 4y < +oo, then any L-lipschitz function

[ (X,d, p) — R satisfies: Vz,y € X, |f(x) — f(y)| < LDx q)-

Putting everything together, the result we eventually come to is:
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Theorem C.3 If D(x q) < +oo, then for any L-lipschitz function f : (X,d, ) — R, we have:
Vor >0, u({\f — My| > r}) < 2¢ /2D (x )L

Remark C.4 As a consequence, we also get by theorem C.1 the correspondz’zng ineunality for the
concentration rate of (X,d,p): if D(x,q < 400, then ¥V r >0, aixq,u,)(r) <e ™" /8P¢x )",

The concentration inequality from theorem C.3 itself generally does not provide a good estimate (the
main problem being that it does not depend on the measure p but only on the distance d). Nonetheless,
a nice property of this theorem is that it may actually be recursively generalized to spaces with a
product structure, on which it might yield much more accurate concentration inequalities.

Theorem C.5 Let (X1,d1),...,(Xn,dy) be n metric spaces with finite diameter.

We consider the product space X := X1 x---x X,, equipped with the product distance d := d1®---Dd,
and any product probability measure i = (1 ®- - Q. Then, setting D? := [D(thl)]2—|—' . ‘+[D(Xn,dn)]2,
we have that for any L-lipschitz function f: (X, d,p) — R:

V>0, p({lf — My >7}) < 9p—"2/2D? L2

Deviation inequalities for sums of bounded random variables can be directly deduced from theorem
C.5. The first, and perhaps’ most important, one being:

Theorem C.6 (Hoeffding’s inequality)
Let Xq,...,X, be n independent random variables such thatV 1 <k <n, ap < Xi < bg.

Setting A% := 1 3" (by — ax)?, we have:
1<k<n
>t <9 nt?
«p [ — —
>t| <2exp (-5

Vt>0, P (';i(Xk — [EXk)

k=1

C.2 Orlicz spaces and v ,-random variables

Amongst the numerous properties related to Orlicz spaces, only a few ones which are necessary to our
purpose are exposed here. This short description should be fleshed by referring, for instance, to the
very complete course [14].

Definition C.7 A function ¢ : Rt — RT is said to be an Orlicz function if it is convez, increasing,
with closed support, and such that p(0) =0, p(x) — +oo.
Tr—

+oo
If ¢ is an Orlicz function, a random variable X is said to be a w-random wvariable if its p-norm,

defined by || X||, := inf {c >0, E [cp (%lﬂ < go(l)} is finite.

The only examples we shall be interested in are the following:

e Forallp>1,¢,: 2 € R — %p € R is an Orlicz function. The ¢,-norm || - ||, is actually the
p-order moment E|- |7, so that the space of ¢,-random variable is nothing else than the L,-space.

e Forall a > 1, 9o : ¢ € Rt — ¢* — 1 is an Orlicz function. The ¢; random variables are
sometimes referred to as sub-exponential, and the 1o random variables as sub-gaussian.

There are actually very precise connections between the L, and 1, norms of a given random variable.
Explicitly, the following estimate holds:

>1 1 H || < ( |‘ )1/p -, H H
vV & —= || sup————— ell -
7 262 ve = p>£¢) Pl/a o Ve
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Furthermore: V o > 1, Lo C Ly, and || - [y, < - [loo-

Hence, the large deviation inequalities that one gets for sums of independent 1), random variables
may be seen as generalizations of the “classical” Hoeffding-type deviation inequalities that one has for
sums of independent bounded random variables (theorem C.6).

For instance in the sub-exponential case, the following Bernstein-type deviation inequality holds:

Theorem C.8 (Bernstein’s inequality)

Let X1,...,X, ben independent centered 1)1 random variables.
; — 2._1 2 .
Setting M := lrél%anXkHzpl and 0* := ng%ﬂHXkH%, we have:

1 n
viso, P(|=-Y X
(\nz k

k=1

AN n L[t
_t _QQXp —Q(T_l)mln ;,M

C.3 Tail bounds for sums of random matrices

Regarding the theory of large deviations for real-valued random variables, a standard reference is [13].
For its extension to matrix-valued random variables, one might refer to [15] or [16].

Let us define the Kullback-Leibler divergence between 0 <z <1 and 0 <y <1 as:

D(x|ly) := xlog @ (1—2)log G: y)

Theorem C.9 (Chernoff’s inequality)
Let X4,...,X, be n independent real-valued random variables.

0<X,<1
Assume that: V1 < k <n, ) . Then:
EXy = px with pp < py < ptf

Ve>0,|]3< ZXk>,U +€><@ nD(p +e|lp’) cmle( ZXk<M_€>_ nD(p—e||w)

k=1

Theorem C.10 (Matriz Chernoff’s inequality)

Let X1,...,X, ben independent H(C?)-valued random variables.
0< X, <1

Assume that: V1 < k <n, - - . . Then:
EX) = My with pl < My, < p'1

Ve> 0, [P< ZXk ,LL —|—e > < de—nD(u’—H”N and |]D< ZXk 6 ) < de ™ D(u—e||p)

Noticing that D(n(1 + 9)||n) > % for —4 <& < 1, we get as corollaries of Chernoff’s inequalities:

Corollary C.11 Let Xy,..., X, ben independent real-valued random variables.
Assume that: V1 < k <mn, . Setting M := =5 My, we then have:
EXy = pp > pl "E=1
vo<5< - ( Zxk¢ (16 (1+5)M}> < Qe /AR
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Corollary C.12 Let X1,...,X,, be n independent H(C?)-valued random variables.

0< X, <R1 n
= k= . Setting M := %ZMk; we then have:

Assume that: V1 < k <mn,
EXy = My > pl k=1

1 1 & b2 JAR2
VO<d<y, P(n;ngé[(l—d)M;(lJré)M]) < 2de™ MO /AR

D Geometry of quantum states

The idea of having a geometric approach to questions concerning, for instance, the purity and the
separability of high dimensional quantum systems (consult section 1 for further information) is a quite
recent one. [26] provides a concise introduction to this trend.

D.1 Separability

Let H; = C%, 1 < i < K, be K finite-dimensional complex Hilbert spaces, and denote by H =
H; ® -+ ® Hg their tensor product complex Hilbert space (H = CP where D=dj x -+ x dg).
Equipped with the Hilbert-Schmidt inner product, the Hilbert space H(H) of Hermitians on H inherits
a real D?-dimensional euclidean structure. When later speaking about volumes of subsets of H(H), we
will always refer to the corresponding D?-dimensional Lebesgue volume on H(H) (or to the induced
D’-dimensional Lebesgue volume on subspaces of H(H) of real dimension D’ < D?).

The set of states on H is defined as:

D(H) := {p € H(H), p >0, Trp =1} = Conv{[v) (W], [¥) € H, (]p) = 1}

The set of separable states on H is defined as:

SH;:---:Hg) ::Conv{p1®---®pK, pi € D(H;), 1 §i§K}
=Conv{[) (1| @ - @ [ ) (Wrcl, i) € Hyy (hilhi) =1, 1 <i< K}
Note that the definition of S(H; : --- : Hg), contrary to the one of D(H), brings in the local structure
of the global Hilbert space H (i.e. its particular tensor product decomposition).

Both D(H) and S(Hj : --- : Hg) are convex subsets of H(H) of real dimension D? — 1 (they belong to
the hyperplane of H(H) of trace 1 Hermitians).

D(H) is invariant under conjugacy by unitaries: V U € U(H), V p € D(H), UpUT = p

S(H; : -+ : Hg) is invariant under conjugacy by local unitaries:

VU € U(Hy),...,Ux € W(Hg), Y pe SHy: - : Hg), (U1 ®---@Ug)p(Uj @---0@UL) =p
Theorem D.1 %, the so-called mazimally mized state on H, is the only element of D(H) that is fized
by all the isometries of D(H), and also the only element of S(Hy : --- : Hg) that is fized by all the
isometries of S(Hy : -+ : Hg).

It is thus the center of gravity of both D(H) and S(H; : --- : Hg).

Proof: Multiples of the identity are the only operators which are fixed by all unitaries.
Since all unitaries are isometries of D(H), it is thus clear that % is the only operator in D(H) which is
fixed by all the isometries of D(H) (the multiplicative factor being imposed by the trace constraint).

Regarding S(H; : - -+ : Hg), things are not as obvious.
Let p:= )" )\jpgl) ® - ® pgK) be an operator in S(Hj : -+ : Hx) which is fixed by all the isometries
Jje€J
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of S(Hy : ---: Hg).
In particular, p is fixed by all local unitaries, and consequently:
- .. Te... )
p _[Einu(u(Hi)), o [(Ul ®--@Uk)p(U] @ ® UK)}
(K)

— , Wt f
=2 Ny () 0l @ 9 E ) (Ve VK]
j€

1 1
jes M K

the next before last equality being due to the fact that: ¥ A € H(C?), E ) [UAUT] = TrTAl.

U~u(8i(c)

The volume of D(H) may be computed exactly:

Theorem D.2 (Volume of the states on CP)

Vol (D(€P)) = vB(2r)P@-1/2L W Xr'( g

As a consequence, the volume-radius ofD(CD) satisfies: vrad (D(CD)) e m (1 + O(%))

The reader is referred to [23] for a complete and rigorous proof.

Nevertheless, it is perhaps’ worth mentioning that the root idea underlying such result is that any
state p on CP may be unitarily diagonalized: p = UAUT, where A = Diag(A1(p),..., \p(p)) is p’s
diagonal matrixz of eigenvalues, and U is p’s unitary matriz of eigenvectors.

D
Due to the hermiticity condition V 1 < k < D, Ai(p) € R and to the trace condition > Ax(p) =1, A
k=1
is determined by D — 1 real parameters.
Due to the phase invariance U = VU for any diagonal unitary V (in the generic case of a non-
degenerate spectrum), U is determined by D? — D real parameters.
Denoting by £P the space of eigenvalue D-tuples and by UP the space of eigenvector D-tuples, we
thus get: Vol(D(H)) = v DVol(LP)Vol(UP).
D—1
1 T(D—-k)I'(D—k+1)
p Vol($(D 2r)P(D-1)/2
Now: Vol(£P) = Vol(SP)*") = 254> and Vol(UP) = miaitils = {2 -
Which leads in the end to the advertized result.

Regarding the volume-radius of S(Hj : -+ : Hg), in the special case when all the H;, 1 < i < K, have
same dimension, we have the following estimate (established in [22]):

Theorem D.3 (Volume of the set of separable states on (CH)®K =CP)

K /
/ . c DK cvKlog K
HC,C >1: ngrad(gg((@) ))SW

where the constants c,c depend neither on d nor on K.

Let us give an outline of the groundwork this result relies on.

One general technique to handle with a n-dimensional convex body S into an underlying n + 1-
dimensional vector space is to look first at its so-called symmetrization ¥ := Conv(S U —S), which is
a n—+ 1-dimensional convex body, instead of working directly with S. Indeed, knowing for instance the
n + 1-dimensional volume of ¥ will provide us with a quite accurate estimation of the n-dimensional
volume of S, as the following theorem specifies it:
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Theorem D.4 (Rogers-Shephard inequality)
Let H C R™"! be an hyperplane such that h := inlf{Hng >0 and S C H be a convex body. Denoting
TE

by X := Conv(S U —S) the symmetrization of S, we have:

n

2
2hVol,,(S) < Vol,,41(X¥) < 2h
01, (S) < Vol,1(5) < 2h—=

1Voln(S)

In the specific case we are interested in, namely S = S(H), we have n = D?> — 1 and h = f’ so that
we get the estimates: 22/22 Vol(£(H)) < Vol(S(H)) < D;/Q Vol(£(H)).

Hence, passing to the volume-radii: $vrad(S(H)) < vrad(S(H)) < vrad(S(H)).

To obtain an upper-bound on the volume of ¥((C%)®X), one possible strategy might be the following:
Let 0 < 6 < % and consider M; a d-net for || - [|2 within the complex 2-norm unit sphere S$(C).
Then, defining P(Ms, ) = {£|v1) (1] @ - @ [YK) (WK, |¥i) € Ms, 1 <i < K}, one may check
that: X((CH®K) ¢ i 252),( Conv {P(My, )}

Now, since S$(C) = S3%(R), Ms may be chosen such that |Ms| < (1+ %)Qd (c¢f appendix A.4), so

that: |[P(Ms, K)| < 2IM;% <2(1+ %)QKd'
S 2,/2K log(1+2)
Consequently, by theorem B.4: vrad (Conv {P(M;, K)}) < = g(‘:é;\/té’K” < \/ dkfg;ré)
| | - . o VKTog K
And hence in the end: vrad (Z((C )® )) < 0<glif1/4(l 252)KVrad (Conv {P(M;, K)}) < dfﬁilg

(choosing for instance § = 7).

To obtain a lower-bound on the volume of ¥((C%)®X), one may reason as follows:

Defining Q((C?)#F) := Conv{[y1)(¢1| @ @[ )(dx|, [¥3),|¢:) € BI(C), 1 < i < K}, and denoting
by II the projection onto Hermitian part, it may be shown that: iﬂ (Q((CH=EY)) c T((CH=K),
with hy < 65/2.

Now, Conv{|{){(#|, [1),]|¢) € B(C)} may be identified with (Bg(@))®2, providing the identifications:
Q((C4®K) = (BF(C))**" and T1 (Q((C4)®K)) = (BL(R))**".

Moreover, for any m, k € N*, one has the inclusion: WBQ”IC([R) (BY(R))®F.

BE (R) € £((C%)#K), which implies: 8 < vrad (£((C4)K)).

So eventually:

6K/2 d(2K 1)/2 dK
Concerning the in-radii of D(H) and S(H; : --- : Hi) we have (see [31] and [32]):
inrad(D(H)) = __ and inrad(S(Hp:---: Hg)) > L
- /DID-1) PR = okt /DD - 22-K)

In the bi-partite case, it thus stands quite remarkably that: inrad(S(H; : Hz)) = inrad(D(H; ® Ha)).

D.2 Random states

Most of the material exposed in this section may be found wrapped and proved in [24] and [25].

Let H = C¢ be a finite-dimensional Hilbert space. One may be interested in looking at various
properties of a “typical” state on H. Nevertheless, it is known that there is no distinguished probability
distribution over the set D(H) of density operators on H, so that defining what a “random” state on
H would be might be tricky.

The question however does not arise when only looking at pure states: there is indeed a distinguished
probability distribution over the unit vectors of H, namely the uniform one (unique normalized Haar
measure over S¢(C)).

Therefore, one option if one is to define random states on H would be to consider a bigger composite
Hilbert space H@ H' = €4 ® C% and to look at random mixed states on H obtained by partial-tracing
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on H' random pure states on H® H': p = Try/(|1))()]), where [)) is drawn according to the uniform
probability distribution over the unit vectors of H ® H’.

Let us introduce first a few notations:

e For all d € N*, we denote by ors(d) the probability measure over the unit vectors of C? induced

by the Fubini-Study distance drs(|1), |¥)) = |||¥) — [¥)]]2.

e For all d € N*, we denote by pugs(d) the probability measure over the density operators on C?
induced by the Hilbert-Schmidt distance dgs(p,p) := ||p — pll2-

e For all d,d € N*, we denote by 44 the probability law of the normalized (d,d’)-Wishart

matrices, that is G ~ Nng/ 0,1) = % ~ g,

notations regarding complex matrix-valued Gaussian variables).

(consult appendix B.3 for definitions and

Theorem D.5 Let d,d’ € N*, and suppose |¢p) ~ ops(d x d').
Then, identifying C*% with € @ C¥: Trew (|U)(W]) ~ paa-

The following important theorem illustrates how the Hilbert-Schmidt measure may be viewed as arising
from the Fubini-Study measure.

Theorem D.6 For all d € N*, p44 = prs(d).

Given M € H(C?%) we denote by A\(M) = (A1 (M),..., \a(M)) € R its eigenvalue-vector.
Let d € N* and s > d. Denoting by F,, | : (R*)? — [0;1] the joint probability distribution of A(p) for
p ~ lid s, We have:

I'(ds) —d 2
P s()\) = - - o11— py? A; (A — M)
a 0<j1;[d—1r(8 B ])F(d It 1) 1<§:k<d 1<];[<d ’ 1§k1<—‘l[’§d

From this formula, one may derive the expectation values of various quantities which are computed
from a state’s spectrum.

For instance, the mean value of a random state’s purity is: Eyvy,  [Tr(p?)] = 4 g
And more generally, for any ¢ > 0, the mean value of a random state’s g-order moment has the

following asymptotics: Epnp, [Tr(pq)] o dl_q% (1 + O(é))

d+s

E Some properties of a family of norms

We consider here the case when H=H; ® --- @ Hg = (Cd) s
For all p € N*, we define the norm || - [, on H(H) by:

1/p
YA A, 8= | (T () (] @ -~ @ i) (e | A) [P ... e
[Yi)€Hs, (ilhi)=1
1<i<K
We may point out in particular that the norm || - Hg[ k] is related to the “modified K-partite 2-norm”
2 1

Vol =) 5 Tem, [T )] by - oy = 7zl -l

o I1c{l,..K} \H [( ! ) ] (K] [d(d+1)]K/2 (K)
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E.1 Special case p = 2¢g even

Theorem E.1 For all ¢ € N* and all A € H(H):

d(d+ 1)1 K/2q 20\
< ! o (=
18l < (e ) 18k~ (2) 18k

K
Let us notice that, setting U, := QU,, for every K-tuple o = (01,...,0K) € 652, we have:
i=1

1
(1A ll2g120)) ™ = Trpgez | | > Uy | A%
! [dx - x (d+2¢—1)]" Sk

Hence, the only thing we actually have to show in order to prove theorem E.1 is:
K
Trye2q > U, | A% ] < ((29)) yyAH;‘gK) (15)
06652

And since 652 contains ((2q)!)K elements, equation 15 may be obtained by simply showing that, for

all o € 652, defining ¢(0) := | Trgezs (U, A®?7)|, we have:

q

q q
to) < max |Trg, (T AP < 30 [T (T, A°) < | Y Ty, (T, &) | (16)
LK Ic{1,..,K} Ic{1,...K}

and then suming over 6§q.

E.1.1 Special case ¢ =2

Since we cannot proceed by inspection of the 24% K-tuples of G, our first task will be to find a way
of restricting our attention to only a few elements of &4 without any loss of generality. In that end,
our strategy can be described as follows.

Let My, My, M5, My € H(H) and 0 € G4. We write: Tryea (Uo(Ml ® Mo ® M3 ® M4)) = Tryea (XYT),
Tries(XXT) = Tryes (Uy (M1 © My ® My ® My))
Triet (YY) = Tryes (Upr (My @ M3 @ Mz @ My))

In order to easily visualize into which pair (o/,0") € &4 x &4 each o € &4 splits, we can make use of
Penrose’s ingenious tensor diagrams (introduced first in [33]), which we briefly explain here:

with X, Y € H(H®*) such that 30’,0” € Gy :

Let M € H(H) and |i), |j) € H. We represent the matrix element (i|M|j) by a diagram with terminals:

i

Then, summing matrix elements for a unit vector running through an orthonormal basis of H is
represented by joining the corresponding terminals.

J

Hence for instance, Triy(M) = > (j|M]|j) is represented by: FH
j i
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And in the same way, (i|[MN|k) = > (i|M|j){(j|N|k) is represented by: 1 [ 7] i [ P
J

Yet, for any My, Mo, M3, My € H(H) and o € &4, we have:
Tryes (Us (M1 @ Mo @ M3 @ My)) = > (i1|Miligqy) (ia| Malio(2)) (3| Mslis(3)) (ia| Maliga))

11,12,13,14

So for example, Trgea (U(123)(M1 ® My ® M3 ®M4)) is represented by: \; v H v 41{ v J \7 v J

And in this case, the splitting procedure described above can be schematically represented by:

P e ER T e
b — X X! Y vl

which means that o = (123) splits into ¢’ = (1234) and ¢” = (23)

What we have gained by doing so is that o’ and ¢’ cannot be any permutation: they necessarily belong
to the subset &4 := {id, (14), (23), (1234), (1432), (12)(34), (14)(23) } of G4 containing the permutations
that are equal to their opposite under the exchange 1 < 4 and 2 < 3 (i.e. under the conjugation by

(14)(23)).

We now have to see more precisely in which pair (o/,0”) € &4 x &4 each of the elements o € &4 breaks
down. First of all, it is clear that the seven elements of &4 split into twice themselves. Similarly, if
o splits into (o’,0”), then its conjugate (14)(23)0(14)(23) splits into (¢”,0”"). We are thus left with
actually looking at 9 permutations, one of which being invariant under the conjugation by (14)(23)
and the 8 others providing the result for their 8 respective conjugates by switching o’ and ¢”. The
resulting splitting map Split : 0 € &4 — (0/,0") € &4 x &4 for each 0 € &4 can then easily be
constructed and looked up in the table of Figure 6.

Let us now turn back to the problem we are dealing with. Let o = (01,...,0k) € &K, Applying the
splitting map G4 — G4 X G4 to all the g;, 1 <i < K, and then using the Cauchy-Schwarz inequality
and the arithmetic-geometric mean inequality, we get:

t(0) = [ Trges (UsA%)| < /Tagger (U A [Tegor (U A5 = V(o) i(07) < St(0") + 5 (0")(17)

N

Now, since A®4 is invariant under conjugation by elements of the form (U,)®¥, o € &,, it holds that
t is invariant under conjugation by elements from the subgroup G := {(o,...,0), 0 € &4} of GK.
Yet, we can notice that the subset &4 of &4 defined by &4 := {id, (12)(34), (14)(23)} is such that:

e Voe6K, Ve, Split(sos!) € 6K x 6K

eVoc @f, JkeN J¢,...,.€G: Split(gk-"Split(glagl_l)"‘gk) IS (éf)2k

Thus, using equation 17, we see that for any o € G&, by repeatedly conjugating by elements of G
and splitting, we get in the end the upper bound t(c) < 3 pat(c(®), with certain p, = 2,% that sum
(6

to 1, and the ¢(® that belong to éf Hence eventually:

Voe&E, t(o) < max t(n) (18)
reGK

In order to upper bound the traces on the right hand side of equation 18, let us deal with the following
auxiliary problem.
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’ Conjugacy class H o H o’ ‘ o ‘

LY | id [ id | id |
(21,12) (12) (12)(34) id
(13) 4 | @3
(14) 4 | (19
(23) (23) (23)
(29) (23) (19)
(34) id (12)(34)
(2%) (12)(34) || (12)(34) | (12)(34)
(13)(24) || (14)(23) | (14)(23)
(14)(23) || (14)(23) | (14)(23)
(31,11 (123) (1234) (23)
(132) (1432) (23)
(124) (1234) (14)
(142) (1432) (14)
(134) (14) (1234)
(143) (14) (1432)
(234) (23) (1234)
(243) (23) (1432)
(4h) (1234) (1234) | (1234)
(1243) (1234) | (1432)
(1324) | (14)(23) | (14)(23)
(1342) (1432) | (1234)
(1432) (1432) | (1432)
(1423) | (14)(23) | (14)(23)

Figure 6: Table of the splitting map Split : &4 — &4 x &4, Split(c) = (¢’,0"), grouped according
to conjugacy classes of o.

Let H = A® B® C be a finite dimensional 3-partite Hilbert space. For all P € H(H) and all
la), ') € A, [b), ) € B and [¢), |¢') € C we set P2 1= (c] @ (b] @ (al Pla’) @ ') @ ).

a,b,c

Let 0 = (04,08,00) € &3 be a 3-tuple of permutations. For all A € H(H), we have, with the |a,),
|bg) and |c,), 1 < g < 4, respectively running through an orthonormal basis of A, B and C:

4
TI'H®4((U0'A QUsp ® Uac)A®4) _ Z H A% A @75 (0)Cag (o)

agq;bq,cq
a1,b1,c1 ¢=1
az,ba,co
as,bs,cs
ag,bg,cq

We now consider the particular case 04 = id, op = (12)(34) and o¢ = (14)(23), in which we have:

TI"H®4 ((UO'A ® UO’B ® UO’C)A®4) _ Z Aa1l)284Aa2b1C3Aa3b4€2Aa4b361

a1bici Tagbaco Taszbscs T agbycy
a1,b1,c1
az,ba,co
a3,bs,c3
a4,b4,cq
= 5 [Tead] 2o [TraA] % [TeaA] 2 [TraA] >
b1,c1 ba,ca bs,c3 by,cq
b1,c1
ba,c2
bs,c3
by,cyq
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Let us introduce the maximally entangled matrix on C ® C: Mcge := > |c) ® |e)(c] ® (c].
c,c

Now, let R := (TraA® 1¢)(1p ® Meogo)(TraA @ 1¢). -
We notice that, for all b,¥,¢,c,¢, ¢ RI; =3 [TrAA]ZC’C [TraA] Z,}CE,.
1 b// b b

So that: Tryei (Uy, @ Usy ® Upo)ASY) = 3 RIS pbscres _ qyo o (TrpR),

b1,c1,c4” "b3,c2,c3
b1,b3

C1,C2,C3,C4

Yet, defining P := (TraA ® 1¢) <1B ® > ) ® c>>, we see that R = PPT. Hence R is a positive
C
matrix, and so is Trg R. Thus, using the fact that, for a positive matrix V, Tr(Vz) < (TrV)Q, we get:
2 2 212
Tregc (TI‘BR) < [TrB®C®CR] = [TI‘B®C (TI‘AA) } .

2
So eventually: Tryes((Us, ® Uy ® Uy, )JA®Y) < [TrH\A (TrAA)z} .

We can now turn back to our initial problem.

For all m € G, we can define the following factors of the global Hilbert space H:
e A(m):=H;;, ® ---®@H;, with m;,...,m, =id
e B(m):=H;, , ® - -®@H;, with m,,,...,m = (12)(34)
OC(T(‘) = H ®®H1K with 7Tib+17---77TiK:(14)(23)

Tp+1

H can then be written as: H= A(7) ® B(m) ® C(x).

2
And hence: t(’/‘() = }TI‘H®4 (Uﬂ—A®4)‘ S [T‘I'H\A(Tr) (TI'A(K)A)ﬂ S Ich[IllaXK} TrH\H[ (TFHIA)2

Plugging this result in equation 18, we get equation 16 as wanted.

2

E.1.2 G(General case ¢ > 2

We may now extend the method used above. Let us define the following subset of Go4, containing the
identity and the permutations made of ¢ disjoint transpositions that are invariant under the exchange

q
j < 2q+1—7,1<j<gq,ie. under the conjugation by the product of transpositions [] (4,2¢+1—7):

7j=1
- p m
Soq 1= {z’d, [1Gr i) 2q+1—in 2+ 1—if) [ G20+ 1= 1), 2p+m=q, 1 <ig,if i < q}
k=1 I=1
Just as in the special case ¢ = 2, letting G := {(0,...,0),0 € Gy,}, we have that conjugating an

K

2¢» and that any element

element of éég by an element of G and then splitting gives two elements of S
of 652 can be transformed into a tuple of elements of ég by repeatedly conjugating by elements of
G and splitting.

Thus, by repeated use of the Cauchy-Schwarz inequality and arithmetic-geometric mean inequality,

we get that for all o € 652: }TrH®2q (UUA®2‘1)} < Zpa‘TrH@,Qq (U0<Q)A®2q) , with certain p, = Qk%
[0
that sum to 1, and the o(® that belong to 652. Hence in the end:
Voe 652, Tryez (UUA®QQ)‘ < max |Trge (UWA®2‘1)‘ (19)

reGK

Yet, once again similarly to the special case ¢ = 2, for all 7 € ég, we have the upper bound:
q
‘TrH®2q (UWA@’Q‘I)‘ < max [TrH\HI (TrHIA)Q} , which, plugged into equation 19, gives equation

T Ic{1,..,K}
16 as desired.
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E.2 General case p > 2

Theorem E.1 relates the norm || - [|,x] to the norm || - ||3x] whenever p is even. One might now wonder
what can be said for p odd.
Yet, by Hélder’s inequality, we have:

1

L1 | _
V p,q,r € N*, ];+ pial VA eHH), [1A[rx] < lprglAllgx ie |Alrr) < NAllgx

Thus: ¥ p < p/ € N, ¥ A € H(H), Al < 1Ay
Combining this monotonicity result for p — || - [|,(x] to theorem E.1, we finally get:

Theorem E.2 For all ¢ € N* and all A € H(H):

di(d + 1) K/2q 2¢\ X
1800-100 < 1o < (35 g @") 1l (%) 18l
Remark E.3 [t is actually possible to relate the norm || - |[,x), p = 2, to the norm || - |l3ix) by a

completely different approach described in [43]. Indeed, using a hypercontractive inequality of Beckner,
one gets that for allp > 2 and all A € H(H):

[Allprg < (P — 1)KHAH2[K}

This upper bound is however asymptotically worse than the one obtained by the method described above.

These norms occur in many other issues related to quantum information theory than the one of
distinguishing quantum states. One example amongst others appears in [44], with the description of
a test which tells whether or not a multi-partite quantum state is a product state. The probability of
acceptance of the generalized 2¢-copy product test on the K-partite state p described there is:

dx - x(d+2g— 1D\ ,

Using theorem E.1, the latter can be directly related to the probability of acceptance of the generalized
2-copy product test on the K-partite state p:

Pog.r0)(p) = (

dx---x(d+2¢—-1)
di(d+ 1)1

K
Prosor(p) < (2q ) Poioy(p) < [20)1] Py (0)
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