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My Master degree research placement was carried out in the Mathematics Department of the University
of Bristol (United-Kingdom) under the supervision of Andreas Winter, professor in the Quantum
Computation and Information Group there at that time.

One could say that the starting point of the work achieved during that period was the paper by W.
Matthews, A. Winter and S. Wehner [11]. In the latter, interesting results were stated regarding
the distinguishability of quantum states under certain classes of measurements, in the special cases
of single and bi partite quantum systems. No generalization to systems consisting of any number of
parties had been found since then though, and looking closer at this open question was one of the
main purposes of the project.

Our search turned out to end up quite fruitfully. The various results obtained indeed gave rise to
the paper [33], submitted to Communications in Mathematical Physics, and published for now in
extended abstract form in the Proceedings of the Asian Quantum Information Science Conference
2012 where they were exposed (August 23" — 26" 2012, Suzhou, China). So of course, most of the
new material presented in this report already appears in [33], even though sometimes from a slightly
different approach. I would however describe the “spirit” of those two pieces of writing as being quite
different. I tried here to come to a more self-contained account, including for instance in that end a
more detailed description of the mathematical background our work relies on.

The remainder of this report is thus organized as follows.

Section 1 might be seen as a panorama (though definitely full of gaps) of the mathematical framework
in which quantum physics and quantum information theories develop. In section 2, the general issue
we have been concerned with, namely the one of distinguishing quantum states under some allowed
measurements, is precisely stated. Section 3 is devoted to describing one specific type of measurement
we got particularly interested in, mainly because of its nice symmetry properties. Surrounding results,
not directly useful to our purpose but presumably of independent interest, are included there. To
conclude this “preparatory” work, section 4 is aimed at explaining the sort of restrictions measurements
on a multi-partite quantum system might be subject to, due basically to locality constraints. Then,
in section 5, several quantitative results are proven regarding the capacity observers may have of
discriminating between two multi-partite quantum states when they are only able to perform certain
highly symmetric measurements on their own party. In section 6 eventually, not one but whole classes
of locally restricted measurements are considered. To finish with, section 7 provides a summary of the
various results obtained and a few open questions, among many non-cited others.

Appendices A, B and C present required mathematical tools from three distinct areas : the one of
Hilbert spaces’ geometry, the one of groups’ linear representations, and the one of Von-Neumann
algebras respectively. They contain more than the strictly necessary ideas, but nevertheless remain
far from being exhaustive. As for appendix D, it is of completely different kind : an alternative way
of proving one of our main results is given, and extended to some broader considerations.
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1 Introduction: The postulates of quantum mechanics and its math-
ematical formalism

Quantum mechanics does not tell what laws a physical system must obey but only provides a concep-
tual framework for the development of such laws. It relies on a few basic postulates which connect the
physical world to the mathematical formalism that enables its description. The reader is referred to
[1] for a general and detailed reference on this topic, the account made here being clearly minimalist.

Postulate 1 : Associated to any isolated physical system is a Hilbert space H known as its state
space. The system is then completely described by its state, or density operator, which is a positive
(hence Hermitian) operator with trace one acting on H.
A state p is said to be pure if there exists |¢)) € H such that p = |[¢)(¢)|. It is otherwise referred to as
being mixed.
If a system is known to be in state p; with probability p; for ¢ € I, then it may be described by the
density operator p = Z pip; which is called a mixture of the density operators p;.

i€l
Postulate 2 : The state space of a composite physical system is the tensor product of the state spaces
of the component physical systems. Moreover, if we have K sub-systems, numbered 1 through K,
with sub-system 7 in state p; for all 1 <4 < K, then the joint state of the total system is p1 ® - - - ® py,.

Postulate 3 : The evolution of a closed quantum system (i.e. a system that is not interacting in any
way with other systems) is described by a wunitary transformation : if the system is in state p at time
t and in state p’ at time t’, then there exists a unitary operator U acting on the system’s state space
(that depends only on ¢ and ¢/, not on p and p') such that p’ = UpUT.

Postulate 4 : A quantum measurement performed on a physical system is described by a set {M;, i €
I} of Positive Operator-Valued Measure (POVM) elements, which are positive operators acting on the
system’s state space satisfying the completeness equation Z M; = 1 (where 1 is the identity operator).
icl

The index ¢ € I refers to the measurement outcomes that fnay occur in the experiment. If the state of
the system immediately before the measurement is p, then, for all ¢ € I, the probability that result ¢
occurs is given by P,(i) = Tr(M;p) (so that the completeness equation simply expresses the fact that
probabilities sum to one). The fact that each state p generates a probability distribution P, on the
outputs ¢ € I of a given measurement {M;,i € I} is known as the Born rule for measurements.

We can actually be more precise : M; being positive, v/M; is well defined (¢f Appendix A.1), and the

t
state of the system just after the measurement that yielded outcome ¢ is M
Tr(M;p)

VMpVM'
Tr(Mp)
two particular examples of quantum operations, i.e. operations that transform a quantum state into
another. The most general way of describing such transformations is by a Completely Positive and

Trace Preserving (CPTP) map.

o A: My, (C) - My (C) is Completely Positive (CP) if :

It may be pointed out that the free evolution p — UpU' and the measurement p — are

VpeEN, Vp € Mpuxp(C), p= Omxp = (A®1y)(p) > Onxp

C™ here describes the state space of the input principal system and C" the state space of the
output principal system, whereas CP should be thought of as the state space of any environment
the system of interest might be coupled with. Thus, positivity of operators on the space of the
global composite system is preserved when applying A to the part that acts on the principal
system’s space and leaving the part that acts on the environment’s space invariant.



o A: My, (C) — M, (C) is Trace Preserving (TP) if :
vV p € My (C), p> 0, = TrA(p) = Trp

A being a CPTP map is actually equivalent to the existence of so-called Kraus operators (V;)icr
that satisfy the completeness relation Z ViVj =1 and that are such that A can be written in the
el
operator-sum representaion as A(p) = Z Vipr.
el

2 The general problem of distinguishing two quantum states under
restricted families of measurements

2.1 Error probability and bias of a single POVM on a state pair

We consider the situation where a system (with associated Hilbert space H of finite dimension N) can

be either in state p or in state o, with equal prior probabilities % We would like to guess with the

smallest probability of error in which of those two states it is by only performing one given POVM
(M;)ier on it. We therefore base our decision on the so-called mazimum likelihood rule. That is :
knowing that Tr(M;p) > Tr(M;o) for i € I and Tr(M;p) < Tr(M,;o) for i € I\ I, we decide on p if
outcome i € I is observed and on o otherwise. The probability of error is thus, denoting by s the
random variable “effective state of the system” and by d the random variable “state of the system we
decide to be more likely after carrying out the measurement” :

Pp=P(s=0,d=p)+P(s=p,d=0)
=P(s=0)P(d=p|s=0)+P(s=p)P(d=0cl|s = p)
1 1
=5 Z Tr(M;o) + 3 ZNTT(MW)
iel iel\I
Defining M as M := Z:MZ (and hence 1y — M as 1y — M := Z M; since ZM’ = 1y) the
iel iel\I il
1 1 1 1
probability of error takes value : Pp = §TI‘(MU) + iTr((]lH —M)p)=—-—=Te(M(p—o0)), where

2 2
we just used that Trp = 1 in the last step.

Denoting by {]i),i € I} an orthonormal basis of C!!/l| we define the CPTP map (from the set of
Hermitian matrices on M to the set of Hermitian matrices on Cl!!) associated with (M;)er by :

M A=Y Tr(MA)|8) G|
i€l
We thus have, for A :==p—o0:
IMA) =D ITr(M;A)| = Tr(M;A) = > Tr(M;A) = Tr(MA) — Tr((1y — M)A) = 2Tr(MA)
i€l iel iel\I
We only used here first that, by assumption, Tr(M;A) > 0 for i € I and Tr(M;A) <0 forie I\ I,
and then that TrA = 0.

So in the end, the probability of error when trying to discriminate state p from state o by performing
the POVM (M;);e; may be written as :

1 1 1 1
Pe=3-5 M (- 3)
The quantity H./\/l(%p — %a)“l is therefore called the bias of the POVM (M;);cr on the state pair
(p; ).

1



Remark 2.1 We can easily generalize the discrimination task described above to states p and o with
non necessarily equal prior probabilities, ¢ and 1 — q respectively. Indeed, the only change in that case
is that we are now dealing with the general Hermitian matriz qp — (1 — q)o instead of the traceless one
%p — %a. So for instance, the probability of error is then equal to :

Py = % - %HM(qp— 1=,
This result is actually nothing more than the generalization of a classical statistics’ result in hypothesis
testing (see for instance [2] for a general reference). There, the optimal discrimination between two
hypotheses modelled as probability distributions {P(i),i € I} and {Q(i),i € 1}, with prior probabilities
q and 1—q respectively, is in fact given by the maximum likelihood rule, so that the minimum probability

1 1 )
of error takes value : Pp = 5 §HqP - (1- q)QHl, where || f||1 = ze; Lf@)]-

2.2 Maximum bias achievable by a set of POVMs : distinguishability norms

We are now interested in looking at the maximum bias achievable on a state pair (p,o) (which
corresponds to the minimum probability of error when trying to discriminate between states p and o)
when we are allowed POVMs in a given set M. We will denote it by :

1 1 1 1
—p——c|| = maxr |M|=-p—=0o
H2 2 HM (Mi)iGIEMH <2 2 >

Remark 2.2 The notation || - ||m seems to presume that the quantity we defined above is a norm. It
1s actually, whatever the set of POVMs M, a semi-norm : it is non-negative, homogeneous and obeys
the triangle inequality. It may however vanish on a non-zero matriz A # 0y in the general case. This
1s excluded when the set of POVMs M is informationally complete, i.e. when for any matric A # Oy
there exists a POVM (M;)icr € M and an index ig € I such that Tr(M;,A) # 0. This is equivalent to
demanding that the operators M;, i € I, (M;);c;r € M, span the whole space F(H) = Mn(C) of linear
operators on H : Span({M;,i € I, (M;)icr € M}) = Mn(C) (so that any density operator p on H can
be reconstructed from its outcome statistics { Tr(M;p),i € I, (M;);cr € M} when measures from the set
M are carried on, which justifies the designation informationally complete). This especially implies
that the total number of (distinct) POVM elements in M is greater than N? = dim My (C). All the
sets M of POVMs we will later be lead to consider will have such property, and the norm || - ||m will
be called the distinguishability norm associated with M.

1

Something else that is worth pointing at is that we can actually, without any loss of generality, restrict
ourselves to considering 2-outcome POVMs (M, 13y — M). Indeed, we have just seen that, on a given

state pair (p, o), the POVM (M;)c; will achieve the same bias as the POVM Z M;, 1y — Z M;
iel iel

where I = {i € I, Tr(M;p) > Tr(M;o)}.

In other words, for any set M of POVMs, there exists a set M of 2-outcome POVMs such that

It = |||l which may be defined as M := { (M, 1y — M), I(M;)ic; € M,IT CT: M = M;
iel

Yet, for any 2-outcome POVM (M, 1, — M) with associated CPTP map M, and any traceless matrix
A, we have : |[M(A)|1 = |Tr(MA)| + |Tr((1y — M)A)| = 2|Tr(MA)| = |Tr((2M — 14)A)|, where
we just used twice that TrA = 0. -

So for any set of 2-outcome POVMs M :

_oll~ = Tr(A(p —
o — ol (W{nﬁ‘?)eﬁ‘ r(A(p —0))]

7



The advantage of such rewritting of the problem is that the condition for (M,1y — M) to be a 2-
outcome POVM, that is 0y < M < 1y, can be expressed in a more symmetric way in terms of
AM =2M — ]lH as —]lH < AM < ]lH 1.e. simply HAM”OO < 1.

Hence, it immediately follows by duality (¢f appendix A.1) that when all the 2-outcome POVMs are
allowed :

lp = ollaLL = [ Te(A(p — )| = llp— ol

max
l Al <1
Remark 2.3 Once again, this can be generalized to states p and o with any respective prior prob-
abilities ¢ and 1 — q. Let indeed (M,1y — M) be a 2-outcome POVM. We then have for any (non
necessarily traceless) Hermitian matriz A :

|Al|ar = max | Tr(AA)|
AE[]].H—QM;QM—]].H]

The difference with the particular case of a traceless A is that the maximum max | TT(AA)‘
AG[]IH—QM;2M—]1H]

is in general not attained for A € {1y — 2M,2M — 1y} an extremal point of the operator interval
Ly — 2M;2M — 1yy].
Thus, for all set of 2-outcome POVMs M and all Hermitian matrix A :

N N( maz \Tr(AA)\)
(M1 —M)eM \A€[Ly—2M;2M—14]

So the result ||Al|aLL = [|A|l1 remains valid for any Hermitian matriz A, especially one of the form
2(gp — (1 — q)o). This is one of the seminal observations by Holevo [3] and Helstrom [4] in the field
of quantum state discrimination.

Now, the general problem we are dealing with is to compare, for various informationally complete
sets of POVMs M C ALL, the bias achievable in discriminating two states when only measurements
in M are allowed to the one achievable when all measurements are allowed. As just stated, this is
equivalent to comparing the distinguishability norm || - ||p associated with M to the 1-norm || - ||1,
especially when applied to traceless matrices.

More precisely, defining A(M) and p(M) as A(M) := inf ||A|lm and p(M) := sup [|Allm, and in

lA[1=1 lA]1=1
the same way A\o(M) and po(M) as A\g(M) := ||Aiﬁlf 1HAHM and po(M) := sup ||A|lm, we will be
= [A[1=1
TrA=0 TrA=

interested in finding bounds on A(M) < Ag(M) and po(M) < u(M).

One first statement we can make about those constants of domination A and u (as well as \g and pg)
is the following : if M and M’ are two sets of informationally complete POVMs such that M ¢ M,
then, by definition, || - ||nv < || - [lars 80 AM) < A(M') and pu(M) < p(M).

What is more, if (M;);es is a sequence of informationally complete sets of POVMs and (p;)jes is
a sequence of positive coefficients that sum to 1, then the convex combination M’ := ijl\/[j is

jedJ
an informationally complete set of POVMs that is such that || - ||mr = ijH “|lm,- Subsequently,
jeJ
A(M) > ij)\(Mj) and p(M') < iju(Mj). And this property actually remains true for J

jedJ jeJ
being any set equiped with a probability measure {dp(j)};e; and {M(j)};jes being a distribution of
informationally complete sets of POVMs on J (by just replacing the discrete sum on J by a continuous
integration on J).

Now, we also have that for all informationally complete set of POVMs M and all unitary matrix on H
U € U(N), UMU ! is an informationally complete set of POVMs which is such that ||||[gamg—1 = ||-[|m
(by invariance of the trace under conjugation). So A(UMU ') = A\(M) and p(UMU 1Y) = pu(M).



Puting those two previous results together, we get that for any informationally complete set of POVMs
M and any probability measure dp(U) on the unitary group U(N) :

A ( / UMU_ldp(U)> > A(M) and g < / UMU-ldp(U)> < (M)
U(N) U(N)

This implies that, amongst all sets of POVMs made of one single informationally complete POVM,
the one for which A is the largest as well as p is the smallest is the one consisting of the uniform
POVM. That is why we shall later be especially interested in it.

Remark 2.4 : All those basic observations on how distinguishability norms relate to the 1-norm
were already stated in [11], which the reader is referred to for further information, and especially
the interpretation of distinguishability norms as norms associated with certain convex bodies (cf also
appendiz A.2).

However, let us point out from now that, although the 1-norm seems at first sight to be the most
meaningful reference norm in this context, it will actually appear that the 2-norm is perhaps’ a more
relevant figure of merit for understanding state discrimination with a fixed set of measurements.
Indeed, we will show that, when dealing with (actually non necessarily traceless) operators on a multi-
partite system, the distinguishability norm associated with local measurements that are “sufficiently
symmetric” (in a sense to be defined later) is essentially equivalent to a multi-partite generalization
of the 2-norm : when comparing the two, the constants of domination depend only on the number of
parties and not on their dimension.

3 t-design POVMs

In this section, we define and discuss some properties of an outstanding category of highly symmetric
POVMs (which the uniform POVM is the most particular example of), that is the one of the so-called
t-design POV Ms.

3.1 Spherical t-designs
3.1.1 Definition and main properties

Let H = CY be a finite N-dimensional Hilbert space.

We denote by di the uniform probability measure on the unit vectors of H, i.e. the (existing and

unique) unitary invariant measure over H’s unit sphere normalized by / dy = 1.
(Yly)=1
Iy
We then have : [0) (|dyp = —=.
(Wlp)=1 iy
And more generally, for all £ € N*, / (\w><w|)®tdw is the normalized orthogonal projector on
(Yly)=1
the completely symmetric subspace of H®! (¢f appendix B.3) :
HJ_
®t S(H.t) 1
/Wlw):l (|¢><¢‘) v <N+t—1> Nx--x(N+t—-1) Uét 7 (1)
t

Definition 3.1 Let {px,1 < k < m} be a probability distribution and {|¢r),1 < k < m} be a set of
unit vectors in H. Let also t € N*. {(pg, |¢k)), 1 < k < m} is a spherical t-design if :

= Xt Xt
— d
SEACRLN /w| (1) ()™ do

¥)=1



If pp, = % for all 1 <k <m, {(pk,|¢r)),1 <k < m} is said to be a proper spherical t-design. It may
otherwise be referred to as a weighted spherical t-design.

From this definition, it is immediate to see that if {(p, |¢x)), 1 < k < m} is a spherical ¢-design, then

necessarily m > N+ tt -1 . Indeed, each of the (|¢k><¢k|)®t is a rank-1 projector on H®!, whereas
Hé(H,t) is a rank- N +tt -1 projector on H®! (c¢f appendix B.3).

However, this bound is far from optimal, and we actually have the following : if {(pk, |¢x)),1 < k < m}

is a spherical t-design, then necessarily m > <N + [(tt//ﬂ - 1> (N + LL;//;JJ - 1). A spherical t-design

that achieves this bound (which by the way has to be proper) is called minimal or tight.

Proposition 3.2 {(pg,|ok)),1 < k < m} is a spherical t-design if and only if for all polynomial
P(X1,...,Xn,Y1,...,YN) homogeneous of degree t in the X, and in the Yy, 1 < q¢ < N :

P = P d
> neP(on) /Wl ()dy

N
where P(¢) := P(ou,...,aN,of,..., o) for ¢ = Zaqlq) (with {|q),1 < g < N} an orthonormal
q=1

basis of H).

Proof : Let us write definition 3.1 in an orthonormal basis {|¢),1 < ¢ < N} of H.
{(pk,|dk)),1 < k < m} is a spherical ¢t-design if and only if :

m N ®t N ®t
ook | D (dlor)d o) la)(d ] =/ > (alw)(d )y layd| | d
k=1 q,9'=1 (Yl)y=1 ¢.q'=1

t

Now, using the fact that {@ lan) (@bl 1 < quydy - @, qh < N} is a basis of the vector space of linear
n=1

operators on H®?, this is equivalent to the equality of each of the coefficients :

m t

t
V1<qi,qi- a0 <N, Y pe [[{anlér) (@, )on)” = /<ww> 1 1T (anle) (a0 dv
“tn=1

k=1 n=1

And this is exactly the result of proposition 3.2 for all homogeneous degree ¢ monomials, which
concludes the proof.

In other words, a spherical ¢-design is a set of weighted unitary vectors that is such that the average
value over it of any degree t polynomial is the same as its average value over all uniformly weighted
unitary vectors.

Proposition 3.3 {(pk,|ok)),1 < k < m} is a spherical t-design if and only if :

R (AL —

] <N +tt — 1)

: S 1
Proof : Let us define the matrix M on H® as : M := Zpk(|gbk)(¢k|)®t — <N+t—1>H§(H’t)'
k=1
t

Then, by definition 3.1 :

10



{(Prs|0k)), 1 < k < m} t-design < M = Oper
& Tryer(MTM) =0

_ 1
& Y pepsldrlon) P — —— =0

] (N +tt — 1>

T [ (160) (01%) 16300515 | = T (1o} ) (6519 | = 1(0nle)
Indood + 4 T (196 (0612 Ty | = T | (1)) o) (60l

T (W) T | = Tr| M| = (N +tt ! 1)

m
Remark 3.4 It may be pointed out that the inequality Z pkpj|<¢k|¢j>|2t > stands for

__
] (N +tt - 1>

any set {(pr, |6x)), 1 < k < m} (due to the trivial Trye:(MTM) > 0 for any matriz M on H®').
A spherical t-design is hence a weighted set {(pg, o)), 1 < k < m} that minimizes its so-called t*

m

order potential V; := Z pkpj]<<bk]¢j>\2t. Such characterization of spherical t-designs has a practical
interest since it allouﬁc:jt_o1 look for them numerically by parametrizing a weighted set and minimizing
its t'h order potential.

An example of such operational procedure is provided by the following : .

We would like to construct a spherical t-design from m orthonormal bases By, := {|¢7),1 < j < N},
1 <k <m, of H. Fach unit vector |¢)i>, 1<k<m,1<j <N, is hence given weight pfe >0, with
the normalization constraint > pf; = 1. Then, defining the )\Z;f,‘;,, 1< kK <m,1<jj5 <N,

1<k<m
1<j<N
as Ny = |(ULYi)] = 0, those must satisfy the mormalization constraint 1<Z<N>\?“7’Jk/ =1 for all
<j'<
. S . INNE Y
1<kk <mand1l<j<N. Sowe eventually have to minimize the quantity > p;pi,()\ifk,)
1<k,k'<m
1<j,j’<N

under the 1 +m?2 + N constraints mentioned above.

Proposition 3.5 {(pk,|or)),1 < k < m} is a spherical t-design if and only if for all polynomial Q of
degree at most t :

3 J J ?) = ?) did
S peiQUendonf) = [ Qo) deds

k,j=1

Proof : The result of proposition 3.5 is actually nothing more than the one of proposition 3.3 :

{(Pk, |oK)) hi<k<m t-design & V s < t, {(pk,|Pk))}1<k<m s-design

" 1
evs<t, S mpllond = = / |l P dpds
k§1 ’ ’ <N T8 1> (¥lv)=(ple)=1
S

t m
A = nX”, . N2) — 2 dwd
©vQ=Yex" Mm@ adod?) = [ Qwlo)avap

J=1

where the last equivalence is simply by linearity.
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For a more complete account on spherical t-designs the reader is referred to [12] (where a more
geometric approach is also provided), [13] (where the link with frames and spherical codes is made)
or [14].

3.1.2 Explicit constructions of spherical proper designs
e Spherical proper 1-designs

1
Let {|g),1 < g < N} be an orthonormal basis of H. {(N’ |q>> ,1<¢q< N} is then obviously a
minimal spherical proper 1-design on H.
Thus, there exist minimal spherical proper 1-designs on H whatever its dimension V.

e Spherical proper 2-designs

+* Spherical proper 2-designs from complete sets of MUB

Definition 3.6 Let B and B’ be two orthonormal bases of H. They are said to be Mutually Unbiased

Bases (MUB) of H if : ¥ (|b), 1)) € B x B, ||t} = \/1N

In view of physical applications, the main interest of having available two MUB B and B’ is the
following : If a quantum system is prepared in a state |b)(b| with |b) € B, then no information can
be retrieved when the POVM (|b')(b'|)jpyepr is performed on it (all the outcomes of the measurement
occur with same probability %)

Theorem 3.7 Let By := {\(;5@,1 <j< N}, 1<k<N+1, be N+ 1 pairwise MUB of 'H, which
N O if k=K 1 ;
means that(qbij\gzﬁ],ﬂ:{ Jsd if Then, {<M7¢?€>>,1§]€SN+1,1§]'§N} 18

\/LN ifk £k N+1)
a spherical proper 2-design on H.

Proof
) — {7 LR P[RR
N2(N 4 1)217Fk N(N +1) kI
1<k,k'<N+1 1<k<N+1
1<j,j'<N 1<j<N
1 1
= — (14 N2 x—
N(N+1)( * XN?)
2
- N(N+1)
1
(N +1
2
1

And by proposition 3.3, this actually proves that { < 7 |¢§C)> A<ESN+1,1<5 < N} is

N(N +1
a spherical 2-design.

The remaining question is now the one of the existence of such sets of N 4+ 1 pairwise MUB of H
(those are called complete or mazimal since there actually exist at most N + 1 pairwise MUB of H).
The following theorem provides a partial answer.

Theorem 3.8 If N = p? with p a prime number and d € N*, then there exists a complete set of MUB
of H.

12



Proof : Let us first consider the case when N = p with p prime. In what follows, all sums on the

indices are to be understood mod p.

We denote by {|g),0 < g < p— 1} an orthonormal basis of H and we define the operators X and Z

acting on H by : X|q) = |¢+ 1) and Z|q) = wlq), where w := >/,

Hence, V 0 < k < p— 1, XZF|¢) = w*|g+1). So for all 0 < k < p — 1, the eigenvectors of

p—1 p—1

XZF are {\gbi) = 1 Zuﬁjl*kslm7 0<j<p-— 1}, where s; := Z m (with associated eigenvalues
\/i) =0 m=l

{w,0<j<p—1}). Yetforall 0 < k,k' <p—Tlandall0<j<p—1, XZV|¢]) = with=|plth=y

which means that the eigenvectors of X Z* are cyclically shifted under the action of X Z¥'.

This implies that the set of orthonormal bases of H consisting respectively of the eigenvectors of Z

and of the eigenvectors of the XZ* 0 < k < p— 1, form a set of p + 1 pairwise MUB of H.

In the general case when N = p? with p prime and d € N*, we have H = (CP)®?. We can thus
use the previous result to show that the set of orthonormal bases of H consisting respectively of the

d
eigenvectors of 7% and of the eigenvectors of the ® XZ’“, 0<k <p-1,1<1i<d, form a set of
i=1

p™ + 1 pairwise MUB of H

Such construction of spherical proper 2-designs from complete sets of MUB is described and discussed
in greater depth in [16].

«*Minimal spherical proper 2-designs from SIC-POVMs

Definition 3.9

e A POVM is informationally complete (IC) if it has enough measurement outcomes to uniquely
determine any quantum state. Now, a density operator p on H has N? — 1 independent entries
(due to the trace constraint Tryp = 1), and a POVM (M;);er on ‘H has |I| — 1 independent
elements (due to the completeness constraint ZMZ =1y). So an IC POVM on H must have

el
at least N? elements. In such case, it is said to be minimal.

o A POVM (M;);er is symmetric (S) if its elements have pairwise identical Hilbert-Schmidt inner
product, i.e. ¥ i # j,i' #j €I, Tr(M;M;) = Tr(MyMj).

e A SIC POVM is a minimal symmetric informationally complete POVM. A SIC POVM on

1
H is thus given by N? subnormalized rank 1 projectors on 'H <Pk = ‘¢k><¢k|) such
N 1<k<N2
1
that V1< j#k < N2, Tr(P;Py) = m This is equivalent to demanding that the unit

1
vectors |¢r), 1 < k < N2, satisfyV 1 < j # k < N2, <¢]|¢k>‘2 = NiT or to put it differently

that {Span(|¢k>), 1<k< N2} be a maximal set of equiangular lines in H.

1
Theorem 3.10 If <|¢>k><¢k|>
N 1<k<N?2

a minimal spherical proper 2-design on H.

is a SIC POVM on H, then {(J\lﬂ |¢k>> A<k< N2} is

13



Proof :

1 1
> wal@lon| =5 [@ilon|"+ 32 [(oilon]*
1<, k<N? 1<j<N? 1<j#k< N2

_L 2 2 2 1

= <N x 1+ N*(N? - 1) x (N+1)2>
2

TN(N+1)
1

1

And by proposition 3.3, this actually proves that { <NQ’

‘¢k>> 1<k N2} is a spherical 2-design.

1
Remark 3.11 In fact, it also stands that, conversely, if { (]\72’ ]¢k>) , 1<k < N2} s a spherical

1
proper 2-design on H, then <¢k><¢k‘> is a SIC POVM on 'H.
N 1<k<N?

Indeed, defining the Nji, 1 <j #k < N?, as \j, 1= ‘(gzﬁj\gzﬁw

1
fact that {(]\72’ ]¢k>> 1 <k< N2} is a spherical proper both 1- and 2-design on 'H) :

2, we have by proposition 3.3 (using the

(ij)\j,k: N4 _ N2 :NQ(N—l)

i

2 _ N4 2 _ N?(N-1)
(M) = N N2 VD
2
2
2 2 N (N - 1) . N2 N27
Yet, the plane E Njk = N*(N —1) and the sphere E ()‘j,k) =N+l in RV-O"=1) have one
j7k _],k
1 1
single point of intersection which is there point of tangency (N TN 1> .

We thus have : ¥ 1 < j # k < N?, ‘<¢j|¢k>‘2 =
is a SIC POVM on 'H

1 . 1
N1 which exactly means that <N|¢k) (¢k|>

1<k<N?2

Once again, the remaining question is the one of the existence of such SIC POVMs on H.

One known construction is the one of the so-called group covariant SIC POVMs, i.e. those for which
the unit vectors (|¢k>)1 <p<n2 are generated by one single unit vector |¢1) (called the fiducial vector)
under the action of a subgroup of the unitary group U(N).

For instance, denoting by {|¢),0 < ¢ < N — 1} an orthonormal basis of H, and defining as previously
the operators X and Z on H by X|q) = |[¢+ 1) (mod N) and Z|q) = e*™/N|q), a fiducial vector |¢))
associated with the action on H of the Heisenberg-Weyl group (i.e. the group generated by X and Z)

/ 1
must satisfy : V0 <k, k' <N —1, (k, k) # (0,0), |(0|X*Z¥ 4)|* = oo If such |+)) exists, the

1 /
associated group covariant SIC POVM is then <Xka |¢>> .
N 0<k,k’<N—1
Such fiducial vectors are known to exist for N < 16 and N € {19, 24,28, 35,48}, and are conjectured
to exist for all N. Much more on this matter, and on the link between SIC-POVMs and minimal

spherical proper 2-designs, may be found in [15].
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3.2 t-design POVMs

For a given t € N*, let {(pk, |¢x)),1 < k < m} be a spherical t-design. It is then automatically a

1
spherical s-design for all s < t. So in particular, Zpk|¢k (ox| = —]lH

Thus, D) := (Mg)1<k<m, With My = Npk\¢k><gz§k\ forall 1 < k < m,is a POVM, which we will call
a t-design POVM (see [11] and [17] for more details on those POVMs with high symmetry properties).

Denoting by {|k),1 < k < m} an orthonormal basis of C™, the associated CPTP map from the set of
Hermitian matrices on H to the set of Hermitian matrices on C™ is given by :

m

Dy : A Z r(MpA)|k) (k| = NZPkTT |bk) (| A) [K) (K|
pst pst

So, for all Hermitian matrix A on H, denoting by Sa the random variable that takes value Tr(|¢>k> (dk |A)
with probability pi for all 1 < k < m, we have :

IAIDg = Do (D)l = N pr| Tr(low) (oelA) | = NE(|Sal) (2)
=1

Regarding such t-design POVM D4 4), another important result we will need later on is the following
one. For all Hermitian matrix A on H with associated random variable Sa :

E((Sa Zpk (TTH (lox) Pk A) ) ZkarH®t(|¢k><¢k’®tA®t) Tryer ((Zpk|¢k><¢k|®t) A®t>

Then, using the fact that D3 is a t-design POVM and recalling equation 1, we get :

1

E((Sa)") = Traer ((N X x (N+t—1) 2 ) A®t>> (3)

ceES,

It might be worth noting at that point that {(dv, [¢)), (¥|¢)) = 1} is a spherical co-design. So the
uniform POVM on H, Uy := (N|[9)(9[d1)) (s} ypy=1 is an co-design POVM.

For all Hermitian matrix A on H, denoting, just as previously, by Sa the random variable that takes
value Tr(|¢)(¢|A) with probability di, we have :

1Al = N/ [Te(10) 010 | = NE(1Sal)
And for all t € N* :

= T ‘dyp = T ot Bt A
((52)) = [ (Woodwia)) o= [ o () %) a

~Tryer (( /W:1 |w><w\®tdw> (A®t)> = Trpger ((w x - 2N+t— PR ) A®t)>

oceS,

4 Locally restricted measurements on a multi-partite quantum sys-
tem

Let Hi,...,Hx be K finite dimensional Hilbert spaces (with N; := dim H; for all 1 < i < K) and
H="H; ®- - ®Hg be their tensor product Hilbert space (of dimension N := N;j X --- x N).
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4.1 Different classes of locally restricted POV Ms

Several classes of POVMs can be defined on the K-partite Hilbert space H due to various levels of
locality restrictions.

The most restricted class of POVMs on H is the one of local measurements whose elements are tensor
products of measurements on each of the sub-systems :

K

Lo = { (R m , (M(?)) POVM on H;, 1 <i <K

A : T ) jied;
=1 N€J1, ik €K

More generally, LOCC is the class of measurements that can be implemented by a finite sequence of

local operations on the sub-systems followed by classical communication between the parties.

We can then consider the class of separable measurements whose elements are the measurements on
‘H that can be factorized as a tensor product of operators acting only on one sub-system :

JjeJ

K
SEP = (@ M]@) POVM on 'H
=1

Finally, there is the class of the positive under partial transpose measurements whose elements are
the measurements on H that remain positive when partially transposed on any combination of the
sub-systems :

PPT :— {(Mj)jeJ POVMon M, ¥ j € J, VI C{l,...,K}, M > @H}

where, for all I C {1,..., K} the partial transposition on Hy := ®Hi is defined by its action on

el
; . Iy . T . T : .
factorized operators on H : (M1 ® -+ ®@ M) ! := <® M; > ® <® MZ>, M; denoting the usual
iel il

transpose of M;.
Let us point out that, even though the expression of a matrix’s transpose depends on the chosen basis,
its eigenvalues on the contrary are intrinsic. So the PPT notion is indeed well defined.

Remark 4.1 [t is clear from the definitions that we have the chain of inclusions :
LO Cc LOCC Cc SEP Cc PPT C ALL

The most widely used inclusions in many questions related to operations on multi-partite quantum
systems are certainly LOCC C SEP and LOCC C PPT. Indeed, however natural it might seem
in this context, the class of LOCC operations is mathematically hard to characterize, contrary to the
ones of SEP operations and even more so of PPT operations.

Nevertheless, all those inclusions are well-known to be strict, at least in non trivial dimensions (the
most intriguing being perhaps’ LOCC C SEP, as proven in [20]).

See also [18] for a very complete review on the subject.

4.2 An example of highly symmetric local POVMs : tensor products of ¢t-design
POVMs

One example of local POVMs on ‘H we shall be concerned with are those that are tensor products of
t-design POVMs on the H;, 1 < < K.

Let us be more definite. For all 1 < i < K, let {(p](j), |¢>g’)>), 1 < k < m;} be a spherical t-design on
Hi, and Dy, 4y = (M,EZ) = Nz-pl(j)\(bg)><¢g)\) be the associated t-design POVM.

1<k<m
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K K
We then consider the following local POVM on H : D34y 1= ® Dy, 1) = <® M,?) .
1<k;<m;

i=1 i=1
1<i<K
For all Hermitian matrix A on H, denoting, just as we did it before, by Sa the random variable taking

K K

value Try < ® |¢;(€?><¢,(€?|> A | with probability Hpgi) forall 1 < ki <myq,...,1 <kg <mg, we
i= i=1

have, by a straightforward generalization of equation 2 to the multi-partite case :

K K K
1A D = (HM) 3 (m}g) Try ((@w;ﬁ%;?) A)‘ = NE(|Sal)

1<k;<m; \i=1

<ZK

And in the same way, generalizing equation 3 :

E((5a)) = > (Hm)TrH@z (éw;%;?) At

1<k;<m; \i=1 i=1
1<i<K
K m;
=Ty ® Z N o2t ] | (4%
=1 k;=1
K
=Tryer ® N+t—1 S U | (A% (4)

0'1661

A special case is of course as previously mentioned the tensor product of the uniform POVMs on the

K
Hi, 1 < i < K @ Uy = (R Uy, where, for all 1 < i < K, Uy, = (Ni|ths) (Wil deds) s,y =1 (with day
=1
the uniform distribution on the unit vectors of H;, normalized by / d; = 1).
(Yilhi)=1

5 Bounds on the distinguishability norm associated with one single
highly symmetric local measurement on a multi-partite quantum
system

5.1 “Multi-partite modified 2-norm” : definition and preliminary results

Let as before H; = CVi, 1 < i < K, be K finite dimensional Hilbert spaces, and H = H1 @ -- Q@ Hx =
CN, N = N; x .. x Nk, be their tensor product Hilbert space.

Definition 5.1 For any Hermitian matriz A on H, we define its “K -partite modified 2-norm” as :

[Allox) = > Ty (T, A)?
Ic{1,..K}

with the shorthand Hy := H;, @ --- @ H;, for I = {i1,...,ip}.
Note that for K = 1, the sum above only contains two terms, and the “l-partite modified 2-norm”

A2y = V/(TrA)? + Tr(A?) reduces to the usual 2-norm ||Allz = /Tr(A2) on traceless Hermitian
matrices A.
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Theorem 5.2 For all Hermitian matriz A on H :

Tryee ® Y Uy | (A% | = A5 ) (5)

i=1 0,62

Proof : To prove theorem 5.2, let us first deal with the following auxiliary problem.

Let H = A® B be a finite dimensional 2-partite Hilbert space. For all Hermitian matrix P on H and
all unit vectors |a), [a’) € A and |b), [b') € B we denote by Pz/b’b/ the matrix element (b|® (a|Pla’) @ |b).
Let 0 = (04,08) € G2 be a pair of permutations. For all Hermitian matrix A on H, we have, with
la1), |az) and |b1), |be) respectively running through an orthonormal basis of A and B :

Tryer (Usy @ Upp)(A%?)) = 3 Al7a@ P plea bon)

a1,b az,bz
a1,b1,a2,b2

We now consider the particular case 04 = id and op = (12), in which we have :

Trrer ((Un, @ Uy J(A®2) = 7 AmRAs = 37 [TrgA]2 [Trad]y! = Trp ([Trad]?)

a1,b1,a2,b2 b1,b2

Now, let us return to our initial problem.
For all 0 € & we may write H = A(c) ® B(0), where A(c) := H;, @ --- @ H;, with oy,,...,0, = id
and B(o) :=Hi,,, ® - @ Hi, with o4, ,,..., 0, = (12). And hence :

Tryee ® S U, | (A%2) ] = Y Trpes ((@ U@) (A®?) )

i=1 0,€S2 0665(

= > Trppae) (TraeA)

06(‘55

= Z TI‘H\HI (TI'HIA)Q
Ic{1,. K}

which, recalling the definition of || - |5, is exactly the advertized result.

Theorem 5.3 For all Hermitian matriz A on H :

Tryea ® Z Ui | (A%1) ] <185 A5 (6)
i=1 0,€6,4

Proof : The proof of theorem 5.3 requires several intermediate results.

Since we cannot proceed by inspection of the 245 K-tuples of Gf as we could do it with the 2K
K-tuples of &I our first task will be to find a way of restricting our attention to only a few elements
of &4 without any loss of generality. In that end, our strategy can be described as follows.

Consider a Hilbert space ‘H and Hermitian matrices My, Ms, M3, My on H.
For a given 0 € &4 and the corresponding unitary matrix U, on H®*, we may write :
Tryget (Ug(My @ My @ My @ My)) = Trye (XYT) with X and Y two matrices on H®* such that there

Tryet (X XT) = Tryes (U (My @ My @ My ® My))

exist o/, 0” € &4 such that
Trpet(YYT) = Tryges (Upn (My @ M3 @ M3 ® My))

In order to easily visualize into which pair (¢/,0") € &4 x &4 each o € &, splits, we can make use of
Penrose’s ingenious tensor diagrams, which we briefly explain here (see [10]) :
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For any Hermitian matrix M on H and unit vectors [i),|j) € H we represent the matrix element
(1|M|7) by the following diagram with terminals :

i

Then, summing matrix elements for a unit vector running through an orthonormal basis of H is
represented by joining the corresponding terminals.
So for instance, Try (M) = Z(j[MU) is represented by :

j[ M gj

j
And in the same way, (i|MN|k) = Z<1|MU><]\N\k) is represented by :

;M.JZNH

J
Yet, for Hermitian matrices My, My, M3, M4 on 'H and o € G4, we have :

-

Trygor (Us(My @ My @ M3 @ Ma)) = > (i Malip(1) (i Malioa) (ia| Ms|ig(s)) (ia] Malip(a)

11,92,13,i4)

So for instance, Try o4 (U(123)(M1 ® My ® M3 ® M4)) is represented by :

L M, — M, M; J \; M,y J

11 1y - 13

And in this case, the splitting procedure described above can be schematically represented by :

L M; M, : M; J L M, J H M, 4{ M, I, M; J L M, J L M: Ms H L M, J

b4 b4

X — X
which means that o = (123) splits into o/ = (1234) and o” = (23)
Then, using the Cauchy-Schwarz inequality, we get :

| Trpge (Us (My @ My @ M3 @ My))| =|Tryes(XYT))

</ Trpea(XXT) Trpea (YY)

:\/TrH®4 (Upr (M1 @ My ® My @ My)) Trygea (Upr (Mg @ My ® Ms ® My))

What we have gained by doing so is that ¢’/ and ¢” cannot be any permutation : they necessarily belong
to the subset & := {id, (14), (23), (1234), (1432), (12)(34), (14)(23)} of &4 containing the permutations
that are equal to their opposite under the exchange 1 < 4 and 2 < 3 (i.e. under the conjugation by

(14)(23)).

We now have to see more precisely in which pair (¢/,0”) € & x & each of the elements o € &4 breaks
down. First of all, it is clear that the seven elements of & split into twice themselves. Similarly, if
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’ Conjugacy class H o H o’ ‘ o ‘

LY | id [ id | id |
(21,12) (12) (12)(34) id
(13) 4 | @3
(14) 4 | (19
(23) (23) (23)
(29) (23) (19)
(34) id (12)(34)
(2%) (12)(34) || (12)(34) | (12)(34)
(13)(24) || (14)(23) | (14)(23)
(14)(23) || (14)(23) | (14)(23)
(31,11 (123) (1234) (23)
(132) (1432) (23)
(124) (1234) (14)
(142) (1432) (14)
(134) (14) (1234)
(143) (14) (1432)
(234) (23) (1234)
(243) (23) (1432)
(4h) (1234) (1234) | (1234)
(1243) (1234) | (1432)
(1324) | (14)(23) | (14)(23)
(1342) (1432) | (1234)
(1432) (1432) | (1432)
(1423) | (14)(23) | (14)(23)

Figure 1: Table of the splitting map Split : &4, — & x &, Split(o) = (¢/,06”), grouped according to
conjugacy classes of o.

o splits into (o, 0"), then its conjugate (14)(23)c(14)(23) splits into (¢”,0"). We are thus left with
actually looking at 9 permutations, one of which being invariant under the conjugation by (14)(23)
and the 8 others providing the result for their 8 respective conjugates by switching o’ and ¢”. The
resulting splitting map Split : 0 € &4 — (0/,0”) € & x & for each ¢ € G4 can then easily be
constructed and looked up in the table of Figure 1.

Turning back to the problem we are dealing with, we would thus have for all o € Gf , applying the
splitting map to each 0;, 1 <i < K :

Trpye4 <<®Ual> (A®4) ) < o | Trygen ((@U ) A®4> Trpye4 (((X)Uu) A®4> (7)

K
So what we have for the moment is that, in order to bound the trace Tryz4 ((@ Um) A®4 ) for

any o € G it would be sufficient to bound it for o € &,
With this aim in view, let us deal with the following auxiliary problem.

Let H = A® ---® G be a finite dimensional 7-partite Hilbert space. For all Hermitian matrix P
on H and all unit vectors |a),|a’) € A,...,|9),|¢') € G we denote by Py ;7 the matrix element
(gl®---®(a|Pla") ®--- @|g).

Let 0 = (04, ..,0c) € 6] be a 7-tuple of permutations.
For all hermitian matrix A on H, we have, with the |ag),...,|g94), 1 < ¢ < 4, respectively running
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through an orthonormal basis of A4,...,G :

TrH®4(<UUA Q- @ Usq A®4 Z H A UA(?;; 290 (a)

at,...,g1 q=1
az,...,g2
as,...,g3
aq,...,ga

We now consider the particular case o4 = id, op = (14), o¢ = (23), op = (1234), op = (1432),
or = (12)(34) and o¢ = (14)(23), in which we have :

Tryes ((UO'A - ® UUG)(A®4))

_ Z a1b461d264f294Aa2b263d361f193Aa3b362d482f492Aa4b164d183f3g1
- aibicidier figr —asbacadaes faga T azbzczdses fags T agbscadaes faga
at,.--,g1
a27"'7g2
as,..,g3

cadzea f193 codaes faga bidiea f3g1

bad
= Z [(TI"A@)CA)FE] adzer faga [(TrA@)BA)FE]
b1,d1,....91 bidiesfig1

€2,.--,92

[(Tr ae BA)FE] [(ﬂ A®CA)FE}

cadael fag2 csdze2 f393 badyes faga

ba,dy,....g4

where I'r denotes the partial transposition on F.

Let us introduce the so-called mazimally entangled matriz on FQF : Mpgp := Z 1)@ ) {fl® (f].
£f

Now, letting J:=C®D®E®G, P := (TI"A®BA)FE and R:= (P®1Fr)(l; ® Mpgr)(P ® 1F), we
have that for all 4,5, f, f', f, f' :

i 0SS NS S J i".f pi'.f’
Rj,f,,)? - Z (P]f 5]0//:]0) (5‘7///:Jl/6f//:f,/)f/,,:f///) (P 1 f f/// f/) ZP ]” f/

111

1759
frr
f//7f///

Likewise, letting K .= BRQDQFEQG, Q := (TrA®CA)FE and S:=(Q1p)(lxg @ Mpgr)(Q®1F),

/ 7. ok AT K" f’ k',
we have that for all k, k', f, f', f, f: Sk,f/,f’ %/:Qk i k// _

We now just have to make the following identifications :
j = (027d2761792)7 j/ = (C2ad47€3792)7 j” = (C3ad3>€2793)
k:= (by,ds,e3,94), K := (by,do,e1,94), K" :=(b1,d1,e4,91)
f::f27 f,::f4) f::fla f,::f?)

And to notice that we can actually sum on j” and &” independently.
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We thus get :

®4\) _ Z c2,da,€3,92,f4,[3 gba,d2,e1,94,f2,/1
TrH®4((UU ® ®U0G)(A ))_ RCQ,d2,€1,g27f27f1Sb47d4793:g47f47f3

e1,f1
ca2,dz2,f2,92

es,f3
ba,da,f1,94

s, fu.f: da.e1,fo.f
= (TroscR) deer oy (TrBRGS) 700

e1,f1
da,f2
es,f3
dy, f4

=Trpererer |[(TreecR) (TrpecS)]

Yet, defining Pand Qas P == (P@1p) (1, _|f)@|f) | and Q= (Q@1r) (1@ Y _[/)@|f) |,
f f

we see that R = PP! and § = @@T Hence R and S are positive matrices, and so are TroggR and
TrpgaS. Thus, using the fact that, for positive matrices V- and W, Tr(VW) < (TrV)(TeW), we get :

TYD®E®F®F((TFC®GR) (TTB®GS)) < (TT(H\A®B)®FR) (Tr(H\A®C)®FS)

Now : Trim aeperR = Trp agp (P? (17 @ TrpMpgr) ) = Trpags (P? (1 @ 1r) ) = Trp agpP?
With the similar result for S and @ : Tr(m agc)erS = TrH\A®CQ2

2
And finally : Trg\agpP? = Trg\agn ((TTA@JBA)FE) = Trp asn(TragsA)’
With the similar result for @ : TrH\A®CQ2 = Trm acc (TrA®CA)2

So in the end, what we eventually get is :

Trget (Usy ® -+ @ Uyg ) (A®Y)) < [TI“H\A®B (TTA@BA)Z} [TI“H\A@)C’ (TTA®CA)2} (8)

Bearing this useful result in mind, we can now return to our initial problem.

For all 7 € &%, we can define the following factors of the global Hilbert space H :

o A(m) :=H;, ® - ®@H,;, with m,...,m, =id
: @ @M, with m, ..., 7, = (14)
®---@H;, with ..., 7, = (23)
® - @H;, with m_,...,m, = (1234)
ig @ - @My, with m,, ..., m, = (1432)
® - @H;, with m ..., m, = (12)(34)
® - @ Hip with m, .. mpe = (14)

H can then be written as : H = A(7) ® B(r) ® C(7) @ D(7) ® £(m) @ F(m) ® G(m).
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Hence, using consecutively the two intermediate equations 7 and 8, and twice the arithmetic-geometric
mean inequality, we have :

Tryea ® > Us | (a%Y)

i=1 0,8,

(@) )

UEGf

SUEZGE Tryes <<®U ) A®4> Tryes <<(§1) Ug,,) A®4)>

<> \/ [TI"H\A@B(J’) (T‘I.A®B(U’)A)2:| [TI"H\A®C(J/) (TFA®C(af)A)2}

O’EGE

X \/ [TrH\A(X)B(a”) (TrA®B(O'”)A)2:| [TFH\A@@C(UN) (TTA®C(U~)A)2}

1
< Z 5 |:TrH\A®B(U’) (Tr.A®B(U’)A)2:| |:Tr'H\.A®C(0/) (TrA®C(U,)A)2:|
oe6k

1
+3 {TYH\A@)B(J”) (Tr.A®B(O'”)A)2:| [TI"H\A@)C(UH) (TI"A®C(0”)A)2}

= > [TrH\A®B(a’) (TrA®B(O'/)A)2:| [TFH\A®C(UI) (TrA®C(a’)A)2}

UEGf

1 2 1 2
Z 5 [TFH\A%(UI) (TTA®B(af)A)2] t3 [TI"H\A(@C(U’) (Tr.A®C(a’)A)2]

oeak

— Z [TTH\AeaB(a') (TrA@B(U’)A)Zr

GEGf

IN

where we made use in the last lines of the symmetry of the roles played by ¢’ and ¢” on the one hand,
B(o') and C(o’) on the other, when o spans &X.

The only thing that ultimately remains to notice is that, amongst the 24 permutations m of &y, 2 of
them are such that 7’ = id (namely id and (34)) and 4 of them are such that 7’ = (14) (namely (14),
(13), (134) and (143)). Hence, for all 1 < m < K, there are 6™ x 18%5~™ K_tuples of permutations
whose first m elements 7 are such that 7’ is either id or (14), and whose following K — m elements
7 are such that 7’ is neither id nor (14). So for one given subset {i1,... i} C {1,..., K}, there are
6™ x 185~™ K_tuples of permutations o that are such that A® B(¢') = H;, ® --- ® H;, .

Therefore, we finally obtain :

2
Trpge ® SoU, | (2% ] <188 Y [TrH\HI (Trp, A)2
i=1 5,664 Ic{1,.,K}
2
S 18K Z TI"H\HI (TI'HIA)2
Ic{1,.,K}
which, recalling the definition of || - |5k, is exactly the advertized result.
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5.2 Bounds on the distinguishability norm associated with tensor products of
t-design POV Ms

In what follows, we consider D3y a tensor product of {-design POVMs on the H;, 1 < < K, as
defined in section 4.2. For all Hermitian matrix A on H, we will also denote, exactly as in the latter,
by Sa the random variable such that [[Al/p,,, = NE(|Sal).

5.2.1 Upper bound on | - when ¢ > 2

”D(H,t)

For any random variable S, we have by Jensen’s inequality : E(|S]) < \/E(S?).
Applied to Sa, it implies the following upper bound on [|A[[p,,, :

1A, < Ny/E((Sa)?) (9)

Yet if ¢ > 2, we have using equation 4 :

K
[E((SA)Z) = TI'H®2 ®]V(]V1—f—1 Z UUl A®2)

i=1 g,€62

So plugging that into equation 9 we get that if ¢ > 2:

1/2
K /

Tryee @ > U, | (4%

1 i=1 0;,E62

HAHD(H t) >

And using theorem 5.2, we eventually get the following upper bound on ||A|| Dippy Whent > 2

1Al = 1All2ex) (10)

5.2.2 Lower bound on | - when ¢ > 4

HD(H,t)

For any random variable S, we have by Holder’s inequality : E(S2) = E(]S|?/3|S|*/3) < E(]S])¥/3E(S5*)!/3
[E(S2)3

E(S4)

Applied to Sa, it implies the following lower bound on [|A||p,,, ,, :

ie. E(1S]) >

(11)

Yet if t > 4, we have using equation 4 :

K
E((Sa)?) =Tryee ®N N -y > Uy | (A%2)

=1 ’L 01662

K
1
E((5a)Y) =Trnes | | @ sy sy 7 ) 2 U | (A7)
=1 0, €6,
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So plugging that into equation 11 we get that if ¢t > 4 :

r K 39 1/2
5 (N + 2)(N; +3) e @ Ze(;s Us, | (A%?)
=105 2
1816, 2 H (N; +1)2 K
=1
' Tryes | [ X Uy, | (A®4)
i=1 0,€ES,y

And using theorems 5.2 and 5.3, we eventually get the following lower bound on [Al|p,,,, for ¢t >4 :

IA[ DGy = o5 2IIAH2 (12)
18K/

5.2.3 Equivalence between || - and || - [|o(x) when t > 4

||D(7-¢7t)

Combining equations 10 and 12, we get the following estimate on [|A|| Dy When t >4 :
18K/2HA||2 < NAlDgey < NAll2ex) (13)

This solves an open problem from [11], showing that for any number K of parties, the distinguishability
norm associated with a tensor product of K local t-design POVMs is essentially equivalent to a certain
K-partite relative of the 2-norm when ¢ > 4. Indeed, the norm equivalence is in terms of constants of
domination which depend only on the number of local parties, and not on the local dimensions.

5.3 Lower bound on \(Uy)

As already mentioned, the results obtained for POVMs on H that are tensor products of t-design
POVMs on the H;, 1 <i < K, especially apply to the case of Uy the tensor product of the uniform
POVMs (i.e. co-design POVMs) on the H;, 1 <i < K.

From equation 13, this means that for all Hermitian matrix A on H :

SK/QHAHQ () < [[Alloy, < A2
This particularly implies that for all Hermitian matrix A on H :

—x Al = xz Al =

1
A
where we just used the immediate [|All2 < [|A[lg(k) followed by the Cauchy-Schwarz inequality for the
Hilbert-Schmidt inner product (¢f appendix A.1) [[All; = Tr|A| < 4/Tr(13,)Tr(A?) = VN|Allz.

1
18K/2\/7

As a consequence : \g(Uy) > AN(Uy) >

5.4 Upper bound on \y(Uy)

Our aim is now to show that the lower bound previously found for the constant of domination A\o(Usp)
is actually close to optimal. For that, it would be sufficient to exhibit a traceless Hermitian matrix
A # 03 on H such that [|Ally,, < 7z l|AllL with a > 1. This would indeed imply that Ao(Uz) <
m with @ > 1, and subsequently that the distinguishing power of Uy, “truly” decreases as m
with C' > 1 when the dimension N of the global system H and the number K of sub-systems increase

(independently).

In that end, we will make use of the following general result.
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Theorem 5.4 Let H(n) be a finite n-dimensional Hilbert space (n > 2) equipped with an orthonormal
basis {|k),1 < k <n}. We denote by Uy the uniform POVM on H(n).

2a
For all a < |n/2], the Hermitian matriz A(a <Z |k) (k| — Z |k:><k|> on H(n) satisfies :
k=a+1
THA(@) = 0, @)y =1 and [A(0) o, = (2(2?)2
So in particular : Tr(A(|n/2])) =0, [|[A(|n/2])|1 =1 and HA(W/2J)HUH(1L> o ’ \}

n

Proof : Each unit vector [¢)) € H(n) may be written as |¢)) = Z(iﬁk + iy, ) |k) with 9y, ¢}, € R for all

k=1
1<k<nand ) (¢%)*+ (¥})? =1 Soforalla < |n/2] :
k=1
INGIFo— /W> T (1) 1A (0)) | s
2a
[ LS - 3 [+ ]|
(Yl)y= k=1 k=a+1
a 2a
= o Eun0.1/2m) < (W) + W) = > [(wk)2+(¢2)2]>
1<k<n k=1 k=a+1
a 2a
= i[Esz,zZ;NN(m) (Z (1) + @] = D (W) + (1)) )
1<k<n k=1 k=a+1

1
= 4a[EXY~x 2a) (|X Y’)

where N (i1, 02) denotes the Gaussian distribution of mean p and variance o2, and x?(k) denotes the
chi-squared distribution with k degrees of freedom, and where all the identically distributed random
variables are independent.

1 £\ F/2-1
Now, the probability density function of x2(k) is : fi(t) = L0 72“]{7/2) <> e 2.
. 1 AN —t/2 ,
O : f2a(t) = ﬂ.{t>0}m 5 € B and hence .

1 00 0o r\a—1 Y a—1l
A _ _ + J @+9)/2 1 d

= / / v| (u? — v? et dudu
22“a —u

= 1/ u2 e "“du
[2‘1(1!]2 0

 (2a)!
2]
where we made the change of variables u = * ; y, v="12 ; Y between the first and the second line.
2))! 2 1
In particular : [|A([n/2])[[vy,,, = (2ln/2] ~ (by Stirling’s formula, or even more

[2l7/2] ([ /2))1]? noee Vom v/

simply by using known results on Wallis’ integrals).
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2 _ _ 1
Since 2 < 1, this implies that : 3 = <d <1, 37 >2: Vn >0, [|A([n/2)) vy, < V6
™

NG

n+2W(n+2).

+1

2|n/2|)!
Yet, the sequence (W(n) = [ (2[n/2)) ) , is such that : W(n) =
n>2

20072 (|n/2))1]"
1 v
, then W(n) < Vé— Vnt2vn \[7
vn+2 vn o n+1 vn'
So by induction, we actually have : V n > 2, [[A([n/2])]lvy,, < Vo !

7

Hence, if W(n+2) < Vé——

We may now turn back to our initial issue.

For all 1 < i < K, we denote by {|k;),1 < k; < N;} an orthonormal basis of H;, and by Uy, the
uniform POVM on H;.

1 LVi/2) 2|Ni/2]
We then define the Hermitian matrix A; on H; as: A; := 3[N.2] Z ki) ( LNZ/QJH ki) (ki

1
By theorem 5.4, it is such that : Try, (A;) =0, ||A]|1 =1 and ”AiHUHi < \/57]\71

K
We now consider the Hermitian matrix A := ® A; on ‘H, which is such that :
i=1
K K K 1
Try(A) = | | Trr, (Ay) =0, ||AlL = Ajllt =Tand [|A = A
() = [[ T (80 = 0,181 = T 18iks = Land 18y, = [T e, < Hf TR~ R

(exploiting the tensor product of both state and measurement).

Thus : A(Uy) < A(Ux) < (1/5)K/2\/> Wlth > 1.

Remark 5.5 Theorem 5.4 may also be of use to see that the lower bound in equation 12 really is
“good” too, i.e. that its dependence on K is “real” : the constant relating || -|[p,, . t =4, to || - la(x)
indeed has to decrease as a power of K. For this it is enough to analyse a specific tensor product
of K local 4-design POVMs, and we choose Uy = Uy, ® -+ @ Uy, the tensor product of the K
uniform POVMs on sub-systems H;, 1 < i < K. This is an interesting measurement since each of the
Un, is an oo-design POVM on 'H;, so in particular a 4-design POVM, and the complete symmetry is
exploited in theorem 5.4 to make calculations feasible.

: . 1 1 .
Whereas equation 12 gives us WHAHQ < WHAHQ(K) < ||Allt,, the following also holds :

There exists a Hermitian matriz A # 0y on H such that ||Ally,, = W”AH%K 2K/2 HAHg

In fact, define this time for all 1 < i < K the Hermitian A; on H; as A; == |¢Z><d)z\ \gpi><g0i|,

where |¢;) and |p;) are two orthogonal unit vectors of H;. Clearly [|Ailloqy = [|Aill2 = 7 while
2! 1

theorem 5.4 applied to a =1 yields ||Ail|v,,, = o =3
s 1

Now, define the Hermitian A on H as A := ®Ai. It is such that |[Allyry = [|All2 = 9K and
z 1

1 1
1A, = oK So we actually have || Ay, = 2K/2HA||2 W”AHg, and we are done.

5.5 Lower bound on p(Uy)

To begin with, let us point out a few very general facts.
For any POVM M on H, u(M) = 1. Indeed, denoting by M its associated CPTP map, we have :
AZ0x = [[Alla = IMA)]1 = |Af-
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Nevertheless, we might have 1o(M) < 1 since the inequality [[M(A)|1 < ||A|; is typically strict for
a traceless matrix A (that has both positive and negative eigenvalues).

What is more, by the triangle inequality, po(M) is attained on an extremal point of the convex set
of traceless and trace norm 1 Hermitian matrices on H, which means on a matrix A of the form
A = 3|¢)(¢] — 3|¢) (| where |¢) and |p) are orthogonal unit vectors of H.

Regarding the particular case of Uy, the tensor product of the uniform POVMs on the H;, 1 <i < K,
we have the following result :

Theorem 5.6 1o(Up) >

N | —

Proof : Let Uy be the uniform POVM on H. As just stated, MO(ﬁH) is attained on a matrix of the
form A = £|¢) (6| — 5|¢) (| with |¢) and |¢) orthogonal unit vectors of H. Yet, by theorem 5.4 applied
ton = N and a = 1, we have that all the matrices A of this form actually yield the same ||A]| Ty’

namely (22!!)2 = %

Now, Uy being “more symmetric” than Uy, we have : po(Uy) > ,uo(fjH), and we are done.

6 Bounds on the distinguishability norm associated with sets of lo-
cally restricted measurements on a multi-partite quantum system

Let as before H; = CVi, 1 < i < K, be K finite dimensional Hilbert spaces, and H = H1 @ -- Q@ Hx =
CN, N = Nj x --- x Nk, be their tensor product Hilbert space.
We shall now move on to investigating the properties of the measurement norms associated with not
one but a whole class of locally restricted measurements on H.

6.1 Lower bound on \(SEP)

In the bi-partite case K = 2 very precise results exist regarding the characterization of the set of
bi-separable positive operators on H = H; ® Hy. Those are sumed up, for instance, in [18].

An especially interesting one is the following (see [19] for comments and detailed proof) : A positive
Hermitian M € My, «n,(C) is separable (i.e. can be written as a tensor product of two positive
Hermitians M; € My, (C) and My € My, (C)) if and only if for all p € N and all positive map
Ay € LMp,(€C), Mp(C)) the Hermitian (A; ® Ida)(M) € Mpxn,(C) is positive.

Remark 6.1 Let us note that the transposition on the first subsystem Th € L(Mn,(C), Mn,(C)) is
just one example of positive map in the special case p = Ni. So the positivity under partial transposition
criterion “M > On,xn, = (Th ® Ide)(M) > On,xn,” is nothing more than one necessary condition
for separability amongst other. It is however known to be one of the “strongest”, being also sufficient
for H=C?®C? and H = C?> ® C? (again see [18] and [19] for a more advanced discussion,).

Theorem 6.2 below is actually very profound : it states, which is a priori not intuitive, that on a
bi-partite Hilbert space, the unit ball for the Hilbert-Schmidt norm centred on the identity operator
contains only separable operators.

Theorem 6.2 Let § be an Hermitian matric on H = H1 & Hs.
If |6||2 < 1, then 13 4+ 6 and 1y — & are both separable Hermitian matrices on H.

Proof : To begin with, let us point out that if ||0||2 < 1 then automatically ||d]|c < [|d]]2 < 1, so we
already actually have that 1y, xn, + 60 and 1y, xn, — d are both positive.

The remainder of the demonstration relies heavily on the above mentioned characterization of bi-
separable positive operators via positive maps. We only outline here its main ideas, referring the
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reader to [21] for more details and accuracy.

One first basic observation we can make is that by linearity we can focus w.l.o.g. on positive maps
A1 € LMy, (C), M,(C)) that are s.t. Aj(1y,) = 1.

Yet, such positive map A; necessarily satisfies |||[A1]||cc < 1. Indeed, for all X € My, (C), || X||cc <1

- X>0 My, —X)>0
is equivalent to ="M yhich implies by positivity of A; that 1L, )2 0p ,i.e.
)(>(DN1 Al(ﬂNl-f-X)Z(Dp
Al( ) Z (Dp . . . .
by hypothesis on A; , which in turn is equivalent to ||[A1(X)||cc < 1, and we are
Jl +A(X) =0

done.
Now, let § an Hermitian on H satisfying ||d]j2 < 1. Identifying My, xn,(C) to Mpy,(Mun,(C)), we
with ; ; = (55’]-1)1<k <N, for all 1 < 4,5 < No. Hence :

may write it : § = (5i’j)lﬁi,jSN2

(A1 @ 1d2)(8)lloo = [| (A1 (GigDr<acns) oo < [ IALGsoo) 1 < se s oo < NUATG) l00) 1z, o

1/2 1/2 1/2
=1 D IM@G)I% <1 D ol <1 DD ol
1<ij<N; 1<ij<N2 1<ij<N2
= H(H(s’u )1<”<N2H2 16]]2 <1
So in the end (A1 ®@1d2)(6) < Lpxn, = (A1 ® Id2) (L, xnv,) o (A1 @ Id2) (I, x Ny — 6) = Opxvg
(A1 ®1d2)(0) > —Lpxn, = (A1 @ Id2) (1N 5, ) (A1 @ Id2) (LN, x Ny +6) > Opxn,

which implies as advertized that 1y, xn, — d and 1x, xn, + 0 are both separable.

Theorem 6.3 below follows from theorem 6.2 above by recursivity, and states that on K-partite Hilbert
space, the ball of radius QK% for the Hilbert-Schmidt norm centred on the identity operator contains
only separable operators (see [22] for the subtleties of the proof, due mainly to the fact that we are
dealing with complex rather than real vector spaces).

Theorem 6.3 Let § be an Hermitian matric on H =H1 ® --- @ Hgk.

2
If [|6]]2 < SYIER then 11 + 0 and 13 — 6 are both separable Hermitian matrices on H.
1 A ly—A 2
As a consequence, any 2-outcome POVM H;— , H2 ) with [|All2 < SK)3 belongs to SEP.
Thus, for all traceless Hermitian matrix A on H :
A = max Tr(AA)| > max |Tr(4AA) A A 14
Illsee = 0 15 (AR 2 s, 1548 = gl > Al (14

with the next to last equality due to the self-duality of || - |2 and the last inequality due to the
Cauchy-Schwarz inequality (¢f appendix A.1).

2

Remark 6.4 For a non necessarily traceless Hermitian matriz A, we have :

IAllsep = mazx (A : mazx ’Tr (AA) |> mazx |T7‘(AA)‘
€

(M, 13— M)€eSEP Tg¢—2M;2M —144] lAll2< K2/2

2

So equation 14 still holds, and we actually have : \(SEP) > K/Q\ﬁ
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6.2 Lower bound on \(PPT)

Let us start by making the following simple but useful statement.

Tr(A
Theorem 6.5 Let A be an Hermitian matriz on H. Define R(A) as R(A) = ;((A)2)
T
If R(A) > VN — 1, then A is positive.
N N
Proof : A being Hermitian, we have : Tr(A Zak and Tr A2 Za where a1 < --- < gy are
k=1 k=1

the ordered (repeated) eigenvalues of A.
Yet if A is not positive, which is equivalent to a; < 0, then :

N 1/2 N 1/2
Zak<2ak< Y2 (Za%) < (N —1)Y/2 <Zai> ,and so : R(A) < /N —1.
k=1

k=2

Now, for all Hermitian matrix A on H and all partial transposition T on H, Tr(A") = Tr(A).

Hence, if A is an Hermitian matrix on H such that R(A) > /N — 1, then R(A") = R(A) > V/N — 1
for all partial transposition I' on H, which implies that A" > 04, for all partial transposition I' on H,
i.e. that A is a PPT matrix on H.

Iy+A 1y—A
2 72
and R(1y — A) > v/ N — 1 automatically belongs to PPT.

N FTrA S
VN F2TrA + TrA2 —
Which is equivalent to : (N — 1)TrA2 < N + |TrA|(|Tr 4| — 2).
Which in turn is satisfied if : TrA? < 1 (since we always have |TrA|(|TrA| —2) > —1).

Iy+A Iy—A
So in the end : [|Allz <1 = ( ”; , ”2 )EPPT.

We thus see that any 2-outcome POVM < > that is such that R(1y + A) >N —1

N —1.

Yet, this criterion can be written as :

Consequently, for all traceless Hermitian matrix A on H :

|AllppT = max ITr(AA)| > max ITr(AA) | =[|All2 >

A 15
(P2 H2 ) PP JAlL< AR (18)

with the next to last equality due to the self-duality of || - |2 and the last inequality due to the
Cauchy-Schwarz inequality (¢f appendix A.1).

1
And hence : \o(PPT) > —.

VN

Remark 6.6 It may be pointed out that the condition (M, 14— M) being a 2-outcome PPT POVM is
actually equivalent to the condition (M, 1y — M) being bi-separable for any bi-partition of {1,..., K}.
So equation 15 is in fact nothing more than equation 14 applied in the particular 2-partite case.

Remark 6.7 Once again, for a non necessarily traceless Hermitian matriz A, we have :

|AllppT = max < max ‘Tr(AA)’) > maz | Tr(AA)|
(M,13—~M)ePPT \ A€[1y—2M;2M 1] A[l2<1

So equation 15 still holds, and we actually have : \(PPT) >

%\H
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6.3 Upper bound on \y(PPT)

We previously showed that the global dimension dependence of \o(Uy) is as — and that its number

VN
of parties dependence is as ﬁ, with 2 < o < 18. We would now like to show that the factor of \}—N

does not go away when we go to the class of all PTT (and as a consequence all LOCC) measurements.

6.3.1 First special case

We first consider the situation when all the Hilbert spaces H;, 1 <7 < K, have same dimension d, so

that H = (C%)®K,

1
In such case, we already have the following lower bound for A\o(PPT) : \o(PPT) > TR/

The following theorem shows that this bound is close to being tight.

Theorem 6.8 There exists a traceless Hermitian matriz A # Oy on H = (CH)®K such that :

2 2Vd" 3vd'
|AllppT < WHAHl = mHAHl < WHAHI

where k = K [2] is the parity of K.

Proof : For all Hermitian matrix A on H, we have by definition :

IAllppT = max |Tr(AA)| = max |Tr(AA)|
(122,212 ) ePPT VIC{L,... K}~ 13 AT <1y

Yet, if A is such that for all I C {1,..., K}, —13 < A"7 < 14, then we necessarily have :

VIC{l,...,K}, |Tr(AA)| = |Te(ATT AT | < [|AT||__[|AT |, < ||AT

Iy I

where the first inequality holds thanks to Holder’s inequality (c¢f appendix A.1).

Amongst operators on H for which we know how to evaluate the trace norm of any of their partial
transpose are the permutation operators Uy, m € G (cf appendix B.2).
Indeed, for all m € &k : U, = Z 715 JE ) Jr(1)s - - > Jm(i)| Where [j1), ..., |ik) Tun through a

JisesJK

basis of C%. So for all 1 < p < K, we have :

Unt 7= Z |j7r(1)7"'7j7r(p)ajp+17"'7jK><j17'-'ajpvjﬂ’(p—f—l)v"'7j7r(K)|

J1ynJK
More generally, forall I € {1,..., K}, I #0: HUE"H1 = 5= where f(I,7) := [{i eI, n(i) ¢ I}

Yet, let us denote by U the matrix of the permutation 7 := (1, | K/2| +1)...(|K/2],2|K/2]), that
is the product of |K/2] disjoint transpositions (and that decomposes therefore into [K /2] disjoint
cycles).

We now consider the two following density operators on H :

1 1

pP = m(ﬂ.'}—{—"(]) and g = m(ﬂ’}—( —U)

Indeed, Ut = U~ = U, so that p and ¢ are actually Hermitian, —14; < U < 13, so that p and o are
actually positive, and Tr 1y = d¥, Tr U = d5/2) g0 that p and o actually have trace 1.
We then choose as traceless Hermitian matrix A # 0y :

2

LK/2] 7 _
JRA @R Dy @Y

A=p—0=
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Due to the fact that p and o are additionally orthogonal (since U? = 13;), we have : ||Al|; = 2.
Furthermore, I := {1,...,[K/2]} C {1,.., K} is such that f(I,7) = |K/2], so HUFIH1 = dK-LK/2]
and hence, after a straightforward calculation :

2
H1 < dIK/2] (dLK/QJ + 1)(dLK/2J _ 1)

Ia* (a2 o], + 251, ) Jalh

< 2
— dlE/2] —
2
. r . .
Thus : [|A||ppT < HA 1H1 < WHAHL which is what we wanted to prove.

As a consequence of this result : A(PPT) < \(PPT) <

2 d\RK
< JKA on (C*)®*%.

6.3.2 Second special case

Another situation we might consider is when the Hilbert spaces H;, 1 < i < K, are such that there
exists 1 C {1,..., K} with K:= (QH; and £L:= Q)  H; that satisfy dim K = dim £ = v/N.
iel ie{1, KNI

1
In such case, once again, the lower bound A\g(PPT) > —— can be shown to be close to optimal.

VN

Theorem 6.9 There exists a traceless Hermitian matriz A # Oy on H = CVN @ CYN such that :

[AllppT <

2
—|A

Proof : Let us denote by [y the swap operator between the Hilbert spaces K and L, i.e. the matrix
of the permutation (12) € G2 on cvN g cVN (¢f appendix B.2).
1

N ++VN N — VN

normalised projectors onto the symmetric and antisymmetric subspaces of CVVN g C\/ﬁ, respectively.

m(—ﬂﬂ +VNFy).

We now consider the two density operators p := (Iy +Fy)and o := (1y — Fgy), the
We then choose as traceless Hermitian matrix A £ 0y : A:=p—0 =

p and o being additionally orthogonal, [|A||; = 2.

Yet, if a POVM is PPT across all possible bipartitions of H, it is in particular PPT across the
bipartition I : £ of H. As a consequence :

A < ||A Y = max Tr(AA)| = max Tr(AA
Ialiesn < 18lermce =,y 00 (D) =, T(AS)
2 T 2 _1y,<ATK <1,

—1y <Al <1y,

Moreover, A is a so called highly symmetric or Werner matrix on cVN @ C‘/ﬁ, i.e. a matrix that
commutes with all the matrices of the form U ® U with U € U(v/N) a unitary matrix on cvN.
Thus, when looking for a matrix A such that |Tr(AA)| is maximal, it will be sufficient to only consider
matrices that have the same commutation properties as A. Those are known to be linear combinations
of the permutation matrices U,, m € &9, on cvVN @ (D‘/N, i.e. linear combinations of 1 and Fy (cf
appendix C).

Now, for A = ally + BFy :

& la+ VN <1.

<1 —1y < ATk <1
Ontheonehand:—1H§A§1H®{|a+m_ an { = =

-8/ <1 —1y < ATE < 1y
la] <1

2 72

So : <1H+A 1H_A> EPPT(K:£)<:>{

2
18] < 7oy
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2
And on the other hand : |Tr(AA)| = D | = (1+a)N +BVNN - VN + (1 +a)N| =2/

VNN
4

< —
T VN+1

4 2
Thus : ||AHPPT(IC:L) = VN +1 - VN +1

2
As a consequence of this result : A(PPT) < \o(PPT) < ——— on cVN @ VN,

VN +1

So that in the end : |Tr(AA)|

||Al|1, which leads to the conclusion we wanted to draw.

6.3.3 Link with Data-Hiding

In the two previously described situations, we exhibited density operators p and ¢ on a composite
Hilbert space of global dimension N that were orthogonal, hence such that H%p — %O‘Hl =1, but
nevertheless verifying H %p — %O’HPPT ~ \/% Those are therefore said to be data-hiding in the sense of
[24], [25] or [26] : they encode states between multiple parties that would be perfectly distinguishable
by a suitable measurement, but as long as the parties are restricted to LOCC measurements (or even
more generally PPT measurements), they have only a very slim chance of guessing which state they
are given. Indeed, the probability of discriminating correctly p from o with only LOCC measurements
decreases as the inverse square root of the total dimension.

6.4 Value of 1(SEP) and p(PPT)
Theorem 6.10 1o(SEP) = 1o(PPT) =1

Proof : We already know that po(SEP) < po(PPT) < 1 so we just have to prove that there exists
an Hermitian traceless matrix A on H such that ||Allsgp = ||AllppT = ||Al]1-
Yet, denoting by {|k;),1 < k; < N;} an orthonormal basis of H; for all 1 < i < K, and defining the unit

1 1
vectors 1) :=[11)®---®|1k) and |2) := |21)®- - -®|2K) on H, the matrix A := §|1>(1| - §|2><2] meets
our requirements. Indeed, it is obvious that ||A|l; = 1 and TrA = 0. Furthermore, A := [1)(1|—|2)(2| is

1 A 1y —
such that Ht and Ll

are both separable, hence even more so PPT, and |Tr(AA)| = 1+3 = 1.

So ||Allsep = ||AllppT = 1, and we are done.

7 Conclusion and open questions

7.1 Summary of the main results and directly related unsolved problems

Figure 2 shows a schematic summary of the new and previously known relations between the dis-
tinguishability norm of POVMs with various degrees of locality restrictions and some usual operator
norms on a multi-partite quantum system.

On a single system, distinguishability norm and 2-norm were first directly related in [17], with an
application in quantum algorithms. More specifically, it was shown that even approximate 4-design
POVMs (in a sense specified is the above mentioned paper) are derandomizing (which, roughly speak-
ing, means that they “behave as the uniform POVM?”). The advantage of such approximate 4-design
POVMs compared to exact ones is mainly from an implementation point of view : an explicit and
efficient (i.e. with “few” POVM elements) construction is provided.

It was then first realised and formalised in [27] that on a single (N-dimensional) system, the distin-
guishability norm associated with a 4-design POVM D(N, 1,4) and the 2-norm are indeed dimension
independently equivalent on traceless operators : [|Ally < Al pv,1,4) < [|Af]2 if TrA = 0.
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1
ﬁ”ﬁ\h < [Afl2 < |AllppT < [|AfL
VI
2 1 2
Wﬁ”AHl < WHAM < |AllsEP
VI
|AllLocc
VI
1 1 1 1
Wﬁ”AHl SW”AM §W”AH2(K) <Al pv, .2y <IAll2x)

Figure 2: A summary of known relations linking several norms of any Hermitian A on a K-partite
Hilbert space of global dimension N. D(N, K, 4) denotes a generic tensor product of K local 4-design
POVMs on the global N-dimensional Hilbert space.

The extension to two parties in [11], \/%HAHQ < [|Al[p(n,2,4) for D(N,2,4) a tensor product of two
4-design POVMs (on a N-global dimensional system) and still assuming TrA = 0, subsequently found
applications in entanglement theory. In fact, this result was used in [30] to describe an algorithm that
would decide in a quasipolynomial time whether a bi-partite state is separable or whether it is “far
away” from the set of separable states.

We have now solved an open problem from [11], showing that, for any number K of parties, the distin-
guishability norm on Hermitian operators associated with a tensor product of local 4-design POVMs
is actually equivalent to a certain K-partite relative of the Hilbert-Schmidt norm. The equivalence
is in terms of constants of domination which depend only on the number of parties, not on the local
dimensions.

The fact that the previously known results in the special cases of K = 1 and K = 2 parties found
applications in very diverse fields of quantum information theory suggests that our latest extension to
any number K of parties might be useful too.

It may be pointed out, though, that our constants appear worse compared to the known inequalities

for K =1 and K = 2 on traceless operators. In the former case, [17] gives % whereas we get \/%73‘

In the latter, [11] gives \/% whereas we get %. While the gap is small, it might to some degree be
explained by the fact that in both these cited papers the assumption TrA = 0 was made, and exploited
to simplify the fourth moment even more. One of the believes that motivated our investigation was
that there was merit in transcending this restriction, as not in all applications it can be justified (recall
that for two density operators p and o, Tr(gp — (1 — q)o) # 0 if ¢ # %) In any case, it remains an

open problem to find the optimal constants of domination with respect to the norm || - [|o(x)-

Via the 2-norm we then obtained performance comparisons with the trace norm, revealing at most
a factor of the order of the inverse square root of the dimension of the total Hilbert space between
the distinguishability norm associated with a tensor product of local 4-design POVMs and the trace
norm. Since such measurement is a particular LOCC strategy, we get lower bounds on the distin-
guishing power of LOCC measurements. The bounds can be shown to be optimal in their dimensional
dependence, as two constructions of data-hiding states which attain these bounds (up to K-dependent
factors) were exhibited. Here, one remaining question is whether for odd number K of parties, all of
which have equal dimension, the additional factor of square root of the local dimension in theorem
6.8 can be removed. On a related note, regarding theorem 6.9, does there exist a universal constant
C > 0 such that for all sufficiently large global dimension N one can find a Hermitian A # 0y with
|AlppT < %HAHM irrespective of the local dimensions?
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Even more interesting would be to quantify the performance of LOCC, or at least SEP, measurements.
Indeed, notice that we have only exploited bi-separability in theorems 6.8 and 6.9, and we see that
there remains only a factor of at most 2 to be gained as long as one is restricted to this weaker
constraint. Is it possible to significantly improve this factor when judging the performance of SEP
or LOCC measurements? In particular, do there exist constants C' > 0 and « > 1 such that for all
number of parties K and all sufficiently large total dimensions N there is a Hermitian A # 0y with

c c
[Alluoce < gz lAllL, or even [|Allsep < 775 |AlIL?

7.2 Distinguishing power of a tensor product of 2-design POV Ms

A generic tensor product of 2-design POVMs has a distinguishing power that is, asymptotically in
the local dimensions, much worse than the one of a generic tensor product of 4-design POVMs. It is
indeed quite easy to find examples of tensor products of 2-design POVMs for which there exist state

pairs whose distinguishability under the considered tensor product of 2-design POVMs behaves as %

rather than as \/% (which would be the order of magnitude of the worst distinguishability one could

expect under a tensor product of 4-design POVMs).

Consider for instance on each H;, 1 < i < K, a complete set of pairwise MUB (assuming that all the
local dimensions N;, 1 <4 < K, are such that there actually exists a complete set of pairwise MUB

on H;) {{W k> 1<j<N} 1<I<:<N+1}

Now, define on each H;, 1 < i < K, the 2-design POVM M) = <M(i)?€ = |6 ()] ) p(3)7] S
1<G<N;

And finally, take M := MM @ ... @ M) as specific tensor product of 2-design POVMs on H.
K

The state pair (p, o) we will now consider for our purpose is the following : p := ® p; and o := ® oj

i=1 i=1
where, for all 1 <i < K, p; := |¢(z)%><¢(z)ﬂ and o; 1= ‘¢(z)%><¢(2)%‘
Yet, for all 1 <4 < K, defining A; as A; := p; — o; we have :
Al =2
N 1 . N . N 2
1Al = > [TAMOD| =55 X [Ke@ie@DI” - [(o@Rls@DI’| = =5
1<k<N;+1 ¢ 1<k<N;+1 v
1<G<N; 1<G<N;
; o ifk=1
l Nj\[2 _ )9
1)1|¢(Z)k>{ - {]\1[ ifk£1
1 2K
Hence, A := p — o is such that [|Al|; = 2% and |Ally = = ——.
Hz l(NZ + 1)

1

—— A
1A < el

As a consequence : ||Ala =

From these considerations, a legitimate wonder would be : can one find a lower bound on A\(D(H, t))
when only assuming ¢ > 2 and not ¢ > 47 It would obviously not behave as \F’ but perhaps’ as N

Actually, we can answer this question in the one-partite case.

1
Theorem 7.1 Let M be a 2-design POVM on'H = CV. For all Hermitian A on'H, ||Al|y > B N 1 — A1

N
Proof : Let us first consider the case when M := (
m

Any Hermitian A may be written as A = A — B where A and B are two positive Hermitians with
orthogonal supports (¢f appendix A.1). Then, defining (ag)i1<k<m and (bg)i<k<m as ag : NTr(APk)

Pk) is a proper 2-design POVM.
1<k<m

35



and by = %Tr(BPk), we have : [|A||y = Z lag — bg| > Z (ak + b, — 2\/akbk).
k=1 k=1
2

m 1 m m
Yet, for all > 0 : 2;\/akbk <a+ o (; \/akbk> < a+Z;akbk.

1 m g 1
And what is more, using the fact that <Pk) is a spherical 2-design, we have : Z — P, = —1y
m ) i<k<m = m N
m 1 1
and ; EP’“ ® P, = m (]lH@H + FH@H)- As a consequence :

vgE
S
I

NE

3=
=
N
iy
I
=
o

m 1 ) ) m
(A; mPk> =Tr(A) and likewise Z by, = Tr(B)

1 k=1 = k=1

- " N? N? 1 1 N
§ apby = § WTr(APk)Tr(BPk) = FTr (A ® B § EP’“ ® Pk> = Em(Tr(A)Tr(B) + Tr(AB))
k=1 k=1 k=1

Now, by assumption on A and B, Tr(AB) = 0. So putting all the above results together we eventually
1

get : ¥ a >0, [|Alar > Tr(4) + Tr(B) — o = —— " [T (A)Tx(B).

Hence, choosing o = & (Tr(A4) + Tr(B)), and just using that 2Tr(A)Tr(B) < 3(Tr(A) + T1"(B))27 we

have : [ Ally > <1 _ N) (Tr(A) + Tr(B)) = -1 (Te(4) + Tx(B)).

1

2
2 N+1 2N +1

And since by definition of A and B, Tr(A) + Tr(B) = Tr|A| = ||A||1, we come in the end to what we

wanted to prove : ||Allyr > ———||All1.

More generally, if M = (NpPy)1<k<m is a weighted 2-design POVM, it may be approximated, better

and better as n — 400, by the proper 2-design POVM with more outcomes M = <

N -
=m ki ;
Z;n:l [Pqn] k) 1<k<m

1<, <pgn)
where for each 1 <k < m all the Py, , 1 < < |pgn], have same value Pj.
We thus see that in the one-partite case H = CV, A\(D(H,2)) > . > li Unfortunately we
’ ’ T2N+17 4N

are for now unable to provide an analogous result in the multi-partite case H = C"' ® - - - ® CV¥ with
K> 1.

7.3 POVMs with “few” outcomes whose distinguishability norm is equivalent to
- N2y

We focus here on the one-partite case H = CV. What we know is that the distinguishability norm
associated with any 4-design POVM M on H is essentially equivalent to the “one-partite modified
2-norm” on H : \/%H oy < I+ llar I+ [l2¢1y- This is of course not true for any POVM on H, even
an informationally complete one. One could thus wonder what would be the “minimal” requirements
on a POVM M on H that would guarantee that ||- ||y = Q(|| - [l21)) . In views of computations as well
as experimental implementations, one important feature a POVM must hold to be useable is to have
“few” outcomes. The previous question would hence more precisely become : what is the minimal
number of outcomes a POVM M on H must have so that || - [|ar = Q(I| - [[2(1))?

It seems it can actually be shown that certain randomly chosen POVMs with less than O(N3log N)
outcomes achieve this. Since a 4-design POVM must have at least O(N?) outcomes, those are not
4-design POV Ms.

The idea is to start from a 4-design POVM and to construct the POVM elements of M by sampling
rank-1 projectors independently from the probability distribution of the rank-1 projectors which make
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the 4-design POVM. Yet, it turns out that, with high probability, drawing only O(N?3log N) rank-1
projectors in this way (and then slightly modifying them so that they actually form a POVM in their
whole with probability 1) will be sufficient for M to yield almost the same performance as the initial
4-design POVM. The proof requires bounds from large deviation theory, both “classic” results on real
valued random variables (see for instance [8] and [9] for very general references on the matter) and
their more “original” analogous on selfadjoint operator valued random variables (see [31] and [32] for
a rigorous justification of the “natural” extension from the framework of the total ordering on real
numbers to the one of the partial ordering on selfadjoint operators). It also makes essential use of a
discretisation result (“net” argument).
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Appendices

A Geometry of Hilbert spaces

The reader is referred to [14] or [7] (as two examples amongst many other) for a much more complete
description of the results exposed in this section.

Let (H,|| - ||) be a Hilbert space (with the norm || - || deriving from an inner product (:|-) on H).

A.1 Linear operators on a Hilbert space

We denote by F(H) the set of linear operators on H.

Definition/Proposition A.1 For all A € F(H), we denote by Al its adjoint, defined as being the
(eisting and unique) element of F(H) such that : ¥ x,y € H, (y|Az) = (Aly|z).
A € F(H) is said to be Hermitian if AT = A.

Definition/Proposition A.2 A € F(H) is said to be positive if : ¥V x € H, (x|Azx) > 0.

This notion of positivity enables the definition of a partial ordering on F(H) : for all A,B € F(H),
A< B & B — A positive.

For all positive A € F(H), there exists a unique positive B € F(H) such that B> = A. We will denote
such B by AY2 and call it the square root of A.

For all A € F(H), ATA is positive. We will denote by |A| its square root and call it the absolute value
of A.

Denoting by 7 (H) the class of linear operators on H which have finite trace, and by B(H) the class
of linear operators on H which are bounded, we can then define the following subsets of F(H) (that
all hold a Banach space structure for the associated norm) :

e Forall 1 <p < oo, Sp(H) :={A € F(H), |AP € T(H)}, equipped with the so-called Schatten
p-norm || - |l : A € Sp(H) — (Tr(\A|p))1/p.

e So(H) := B(H), the Schatten co-norm being the operator norm || - || := ||| - |||

So(H), equipped with the so-called Hilbert-Schmidt inner product (A, B) € So(H) — Tr(BTA) (from
which || - ||2 derives) is a Hilbert space.

We furthermore have the following Hélder inequality for the Hilbert-Schmidt inner product :

1 1
Vi<pg<oo, 4o=1=V (A, B) € §,(H) x 84(H), B'A € S(H) and |Tx(BTA)| < [|A]l,||Bll,
And the following duality theorem :

1 1

V1<p<oo, VAeS,(H), |All, = sup ‘Tr(BTA)‘ where ¢ is such that — + - = 1.
BeS,(H) p q
1Bllg<1

Remark A.3 If H=CY is of finite dimension N, then ¥V 1 < p < 00, Sp(H) = F(H).

1/p
V1<p<oo, [Af,= ( > uz'(A)p>

And we simply have for any A € F(H) : 1<i<N , with pi(A), ..., un(A)

[Alloo = maz  pi(A)

1<i<N
the eigenvalues of |A| (which are indeed elements of RT ).
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For an Hermitian A, with eigenvalues A\1(A), ..., An(A), this reduces even more to :

1/p
V1<p<oo, [|Alp,= ( )y I/\i(A)|p>

1<i<N

| Alloc = ez |Ai(A)]

A.2 Duality between norms and convex bodies

For any norm 1 on H and any r > 0 we will denote by B := {z € H, n(x) < r} the closed ball of
radius r for N.

Proposition A.4 Let K C H be a closed convex (i.e. x,y € K = Y0O<A<1, A+ (1-Nye K)
balanced (i.e. x € K = —x € K) body of H.
1
Define Pg : x € H — inf {t > 0, ﬂzetK}:inf{t>0, Ea:EK}
Then Pk is a norm on H that is such that BfK =K.

Proof : The subadditivity of Py is guaranteed by the convexity of K whereas its homogeneity is due
to the fact that K is balanced.

Proposition A.5 Conversely, for any norm n on H and any r > 0, B} is a closed convex balanced
body of H and PB? =7.

Definition/Proposition A.6 For all set K C H we define its polar as K = {x € H, ¥V y € K, |(y|z)| < 1}.
If K is a closed convex balanced body, then so is IN(, and K = K. In such case, K s the closed unit

ball for Px and K the one for P;, so that one has the important duality formulas :

VzeH, Px(x) = sup [(y|z)| and Pg(z) = sup [(y|z)]
yeK yek

As an important example of such duality between norms and convex bodies in a Hilbert space, one
has the following : In the Hilbert space Sa2(H) (equipped with the Hilbert-Schmidt inner product),

for all 1 < p,q < oo such that % + % = 1, the closed unit balls for the Schatten p-norm B!'”” and the

Schatten g-norm By'”q are polar to each other.

B Linear representations of compact groups

For a general reference on the subject, see for instance [5], the account made in this section being far
from exhaustive.

B.1 General definitions and properties

Definition B.1 Let G be a group.

A linear representation of G is given by a vector space V (the group’s representation space) and a
group morphism p: G — GL(V) (the group’s representation map).

dim V is called the dimension of the representation (p, V).

Remark B.2 Providing a linear representation (p, V) of a group G is equivalent to providing an action
of the group G on the vector space V. Such action is defined by : a, : (g,v) € G XV — p(g)v € V.
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Two specific (and of course non mutually exclusive) situations that will be of special interest are the
following ones :

e If GG is a topological group, it will be demanded of a linear representation (p, V) of G, first that V
be a topological vector space, and second that the associated action a, of G on V be continuous
(for the considered topologies).

e If V :=H is a Hilbert space for an inner product (:|-), the representation (p, [H, (-|-)]) is said to be
unitary if : Vg € G, Vx,y € H, (p(9)x|p(9)y) = (z|y) (i-e. if the inner product (-|-) is invariant
under each of the maps a,(g,-) : V =V, g€ G: Vge G, Va,y € H, (a,(g,x)|ay(g,v)) = (z|y)).
This is actually equivalent to demanding that p: G — U(H).

Theorem B.3 Let G be a compact group and (p,[H, (-|)]) be a linear representation of G (where H
is a Hilbert space for the inner product (-|-)). Then there exists a unique inner product < -|- = on H
such that the linear representation (p, [H, < |- >]) of G is unitary. What is more, < -|- = provides H
with the same topological structure as (-|-).

Proof : GG being compact, it may be equipped with a unique normalized left and right invariant Haar
measure dug. The p(G)-invariant inner product < -|- = may thus be defined from (-|-) by the following

averaging procedure over G : V x,y € H, < x|y == / (p(g9)x|p(9)y)dua(g).
G

Remark B.4 If G is a finite group, it clearly belongs to the above mentionned category since the
discrete topology provides it with a compact group structure. In such case, the um’que normalz'zed left

and right invariant Haar measure on G is the counting measure : / fl@)dpa(g) : \G| Z f(g

Definition B.5 Let G be a compact group and (p, V) be a linear representation of G.

IfW C V is a closed subspace of V which is invariant under p(G) (i.e. ¥V g € G, p(g)(W) C W), then
it makes sense to talk about p(G)yy the restriction of p(G) to the subspace W, and (ppy, W) is called
a subrepresentation of (p, V).

If V has no proper subrepresentation space (i.e. exactly two subrepresentation spaces, namely {0} and
V itself) the representation (p, V) s said to be irreducible. It may otherwise be referred to as being
decomposable.

Theorem B.6 Any finite-dimensional linear representation of a compact group is completely re-
ducible, i.e it may be written as a direct sum of irreducible representations.

Proof : Let G be a compact group and (,0, [H, (])}) be a finite-dimensional unitary representation of
G. If it is irreducible, then we are done. Otherwise, there exists K C H a non-trivial closed subspace
of H invariant under p(G). Defining K+ as the orthogonal supplementary of K in H for (-|-), it is
immediate that K is also a non-trivial closed subspace of H invariant under p(G). This provides the
decomposition H = K @ K+ of H into a direct sum of subrepresentation spaces. Since by hypothesis
dim £ < dim H and dim K+ < dim H, the result follows by recursivity.

Definition B.7 Let G be a group and (,0, V), (7', W) be two linear representations of G.
o T € LIV, W) is an entrelacing operator between (p, V) and (T, W) if :
Vge@, VoveV, T(p(g)v) =7(9)T(v)
° (p, V) and (7’, W) are two equivalent linear representations of G if there exists an invertible
entrelacing operator between them. Note that equivalence in the sense defined here is obviously
an equivalence relation on the set of linear representations of G. This allows to define G, the

so-called dual of G, as being the set of equivalence classes of the irreducible representations of

G.
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Theorem B.8 Let G be a group and T be an entrelacing operator between two finite-dimensional
irreducible representations of G, (p, V) and (T, W)

o [If (p, V) and (7‘, W) are not equivalent, then T = 0.

o [If (p, V) and (7’, W) are equivalent, then V=W and 3 a #0: T = ald.

Proof : This follows directly from the fact that if 7' : VV — W is an entrelacing operator, then on the
one hand ker T and Im 7T are subspaces of ¥V and W respectively which are invariant under p(G) and
7(G) respectively, and on the other hand if V = W any eigenspace of T' is a subspace of V which is
invariant under p(G).

In the end, one thus get the so-called canonical decomposition of any finite-dimensional linear repre-
sentation (p, V) of a given compact group G :

(0.V) = D (py.Vy)

YeG

Definition/Proposition B.9 Let G be a group.

A function ¢ : G — C is said to be central if : ¥ g,h € G, ¢(gh) = ¢(hg). This is equivalent to
demanding that ¢ be constant on each conjugacy class C € G of G. Subsequently, a basis of the vector
space of the central functions G — C is provided by {1c, C € G}, the set of indicative functions of the
conjugacy classes of G.

An outstanding class of central functions on a group G is the one of the so-called characters of G :
One may associate to any linear representation (,0, V) of G its character x(,y): g € G — Try (p(g))
Two linear representations of G have same characters if and only if they are equivalent. This implies
that {X(py,Vy)7 Ye @} is another basis of the vector space of the central functions G — C.

Hence, one has the worth noticing fact : |G| = |G| := Ng.

The character table of the linear representation (p, V) of G can then be seen as the Ng X N¢g matrix

1

M such that : V1 <i< Ng, II) = —— M p
o= s ], 2 M| 227

1<k<Ng S3=Ne g€l
B.2 Example : Representation of permutation groups on tensor products of

Hilbert spaces

We consider here the particular case of the compact (actually even finite) group &; made of the ¢!
permutations of ¢ elements.

For any Hilbert space H, the tensor product Hilbert space H®! naturally holds a unitary representation
of &y, 0 € & — U, € U(H®"), defined by :

Voe&, Viry),... |z €H, Uslz1) @+ @ |24) = [To1)) @+ @ |To(r))

If H = CV is of finite dimension, so is H®* = C*V, so that the linear representation (U ,(CN )®t) of &;

is completely reducible.

In this case, the Uy, 0 € &4, take the matrix form: U, = Z i1) @ -+ @ i) {igr)| @ - @ (io) ],
1<i1,yit <N

where {|i),1 <4 < N} denotes an orthonormal basis of CV.

The character of (U, (cy )®t) can then easily be computed :

Voe Gy, X(U,(CN)®t) (Ua-) = TI‘(CN)QM (Uo-) = NC(J)

where ¢(o) denotes the number of cycles in the permutation o (including those of length 1).
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Example B.10 ¢t =2

Gy | C1=(12) | Cy=(2Y)
V1 1 1
Vo 1 -1
In this most simple case, we have : 1= {id) , d NN , where 1y« n denotes the
Ca = {(12)} Un2) = Fyxn

identity opemtor on CN @ CN and Fyxn the so-called swap operator between the two copies of CV.
1 _
S5 - {HVy1 LAnxn + Faxn)

Example B.11 t =3

G3|Ci=(13% | Co= (21,11 | c3 = (3}
Wi 1 1 1
Va 2 0 -1
Vs 1 -1 1
Here : C; = {zd} Co ={(12),(13),(23)} and C3 = {(123),(132)}.
I, = (2 + [Unz) + Uns) + Ues)] + [Unizs) + Uniay])
So : 4Ty, = 3(21 = [Unzs) + Unay))
I, = 51— [Unz) + Uns) + Ups)] + [Unzs) + Unay))
Example B.12 ¢t =4
GilCi=0YC=0241%) | Cc3=(2%) | Cy = (3L, 1Y) | C5 = (4})
i 1 1 1 1 1
Vs 3 1 -1 0 -1
Vs 2 0 2 -1 0
Vi 3 1 1 0 1
Vs 1 1 1 1 1

In this last ezample : Cy = {id}, Co = {(12), (13), (14), (23), (24), (34)}, C3 = {(12)(34), (13)(24), (1

4)(23)},
Cy = {(123),(132),(124), (142), (134), (143), (234), (243)} and C5 = {(1234), (1243), (1324), (1342), (1423

), (1432)}.

B.3 Completely symmetric subspace of a tensor product of Hilbert spaces

For a given finite-dimensional Hilbert space H = CV, we denote by S(H,t) the so-called completely
symmetric subspace of H®!, i.e. : S(H,t) :={X ¢ H* Vo€ &, U, X = X}.
In other words, S(H,t) = Vy, is the invariant subspace of H®' that holds the trivial irreducible

=33 Ve

geS

Moreover, S(H,t) has dimension <N + tt B 1). Indeed, denoting by {|i),1 <i < N} an orthonormal

representation of &; on H®!. So the orthogonal projector onto S(H, t) is : Hé‘(wt) vy

basis of H, {HS(Ht li1) @ -+ ® i), 1 <ip <--- <ip < N} is an orthonormal basis of S(H, t).

Now, let us consider the operator P := / (W)(@/J])@tdw on H®! where di) denotes the uniform

(Wly)=1

distribution on the unit vectors of H, normalized by dy = 1.
(Wlp)=1
Pissuch that : VX € H® Vo € &, U,PX = PX,ie. VX € H® PX € S(H,t).

Thus: 3aecC: P—aHS(Ht)

42



Yet : Tr(P) :/ (Te (o) (w]) ) dp :/ dyp = 1. And: Tr(Igy, ) = dim S(H, ) = ( ;
W=t = W=t
So in the end : P = (]\f—l—t—1>H‘J§(H’t) = N xx NTi=1) Uggzt U, is the normalized orthogo-
t

nal projector onto S(H,t).

C Von-Neumann algebras

C.1 General definitions and properties

Let H be a Hilbert space of finite dimension N and M(XN) be the set of linear operators on H. Let
also G be a compact group of operators on H and A := Alg(G) be the group algebra of G.

The compactness of G guarantees the existence and uniqueness of a normalized left and right invariant
Haar measure on G, that we will denote by dug.
We can thus define the “twirl” of any A € M(N) as :

Pg(A) = /G UAU Ydug(U)

It is such that : Pg(A) = A & VM € A, [M,A] =0, which means that the “twirling” operation
Pg is in fact the projection on the commutant algebra of A, that we will denote by A’.

One interesting property of the “twirling” operation is that, for all A, B € M(N) :
Tr(Pg(A)B) =Tr < / UAU‘ldug(U)B> = / Tr(UAU ' B)dug(U)
G G
= / Tr(AU'BU)dug(U) = Tr (A / UlBUduG(U)> = Tr(APg(B))
G G

As a consequence, if A € A, ie. if Ps(A) = A, then for all B € M(N) : Tr(AB) = Tr(Pg(A)B) =
Tr(APg(B)). This means that in order to calculate the traces Tr(AB) for all B € M(N), we can
actually restrict our attention to B € A’ without any loss of generality.

C.2 Example : Duality of #(N) and &,

Let f{ = CV and H = H® = C*V. We will denote by U(N) and U(tN) the groups of unitary operators
on ‘H and H respectively.
We now consider the two following closed subgroups of ¢(t/N) (and as such automatically compact) :

G:={U%, UcU(N)} and G’ :={U,, o€ &}

Note that G C U(tN) is the image of the unitary representation of U(N) on H and G’ C U(tN) is the
image of the unitary representation of &; on H.

In this case, we have the following important result : The group algebras Alg(G) and Alg(G’) are
commutant to each other, i.e. Alg(G) = Alg(G’') and Alg(G’) = Alg(G). We say that the groups
U(N) and &; act dually on H via the representations’ images G and G’.

This implies that the so-called highly symmetric or Werner matrices, i.e. the matrices which commute
with all the matrices from G, are actually the matrices which may be written as linear combinations
of the matrices from G’ :

VU EUN), AU =U¥A & AcAlg(G) & AcAlg(@) & A=> AU,
ceGy
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And conversely the so-called permutation invariant matrices, i.e the matrices which commute with all
the matrices from G’, are actually the matrices which may be written as linear combinations of the
matrices from G :

Voe&, AU, =U,A & AcAlg(@) & AcAlg@) & A= ANUU®!
UeU(N)

D Alternative proof of a weaker version of theorem 5.3 and gener-
alization of the method to obtain properties of a family of norms

In this section we first provide a way of demonstrating a slightly weaker result as the one given by the-
orem 5.3, but that has the advantage of being technically simpler. Furthermore, we will then be able to

generalize quite straightforwardly the method to upper bound not only Try 4 Z U, A®4
oe6k

but also Trye2q Z U, A®2q for all ¢ € Nx, which will be turned into properties of an

O'EGKq
associated family of norms.

D.1 Alternative proof of a weaker version of theorem 5.3

Theorem D.1 For all Hermitian matriz A on H :

Tryjea ® D Us | (A%Y) | < 245)|A]13

1=1 0,€64
For this it is enough to show that, for every K-tuple o € G, defining U, as U, ® Us, :
2
®4 2
t(0) i= | Tryges (U, A%4)] < jomax Ty, (T ) } (16)

We first have that for all ¢ € &%, applying the splitting map &4 — & x & to all the 0;, 1 < i < K, and
using the Cauchy-Schwarz inequality (just as in the proof of theorem 5.3) and the arithmetic-geometric
mean inequality :

1

t(a') + =t(a")(17)

o) = ‘TrH®4 (U0A®4)‘ < \/]TrH®4 (Ugr A®)| | Tryoa (Uyn A®1)| = \/t(a’)t(a”) < 5

N |

Now, since A®4 is invariant under conjugation by elements of the form (U,)®X, o € &4, we also have
that ¢ is invariant under conjugation by elements from the subgroup G := {(o,...,0), 0 € &4} of
Sk,

Yet, we can notice that the subset & of & defined by & := {id, (12)(34), (14)(23)} is such that Sk
is stable under conjugation by any element of G followed by splitting. And what is more, any given
o € X can be transformed into a tuple of elements of G by repeatedly conjugating by elements of
G and splitting.

Thus, using equation 17, we get for all ¢ € G the upper bound : t(o) < Zpat(a(a)), with certain

1 ~
Pa = S that sum to 1, and the o(® that belong to G¥.
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So eventually, for all ¢ € GX :

t(o) < max t(m) (18)
TeGK

In order to upper bound the traces on the right hand side of equation 18, let us deal with the following
auxiliary problem.

Let H = A® B ® C be a finite dimensional 3-partite Hilbert space. For all hermitian matrix P on H
and all unit vectors |a), ') € A, [b), ') € B and ), |¢') € C we denote by P*;"" the matrix element
(c| ® (b ® (a|Pla’) @ ') @ |c/).

Let 0 = (04,08,0c) € &} be a 3-tuple of permutations.
For all hermitian matrix A on H, we have, with the |a,), |by) and |¢;), 1 < g < 4, respectively running
through an orthonormal basis of A, B and C :

4
Trpes ((UUA ®Uopp @ UUC)(A®4)) = Z H AY7a@)opa)Coc(a)

aq,;bq,Cq
a1,b1,c1 q=1
az,b2,c2
as,bs,c3
a4,by,cq

We now consider the particular case 04 = id, op = (12)(34) and o¢ = (14)(23), in which we have :

Trpgot (Usy @ Usy @ U J(A%Y) = Y7 Aib2es pozbics pashicz paabac:

a1bici Tagbaca Tazbzcz T agbgcy

ay,bi,c1

az,bz,c2

a3,bs,c3

a4,bq,c4

= 3 [TeaA] 2 [TraA] % [Tea Al [TraA] o

A b1,c1 A ba,c2 A bs,c3 A by,cq

b1,c1

ba,c2

bs,c3

ba,cq

Let us introduce the maximally entangled matrix on C ® C': Moge := Z lc) @ |e){(c] @ (c].

c,C
Now, let R := (TrsA ®1¢)(1lp @ Mogce)(TraA @ 1¢).
We notice that, for all b,V',c,c, ¢, ¢ : Rg/écéjcl = Z [TrAA]ZC’C [TraA] Z,,’CE,.

b//
So that : TI“H®4((UUA Q@ Usp ® Uoc)(A®4)) — Z Rbvc2cs pbs,crica Tregc (TrBR)Q.

b1,c1,c47 "b3,c2,C3
b1,b3

C1,€2,C3,C4

Yet, defining P as P := (TraA ®1¢) (]lB ®Z lc) ® |c>>, we see that R = PP!. Hence R is a
C

positive matrix, and so is TrpR. Thus, using the fact that, for a positive matrix V, Tr(VQ) < (TrV)Q,
2 2 212
we get : TrC®C(TrBR) < [TrB®C®CR] = [TrB®C(TrAA) ] .

2
So eventually : Tryes ((Us, ® Uy ® UGC)(A®4)) < [TrH\A (TrAA)ﬂ .

We can now turn back to our initial problem.
For all 7 € &%, we can define the following factors of the global Hilbert space H :

o Alm) :=H;, ® -+ @H,;, with m,...,m, =id
o B(m) :==Hi,,, ® --®@H;, with m, ... ,m, = (12)(34)
o C(m) =M, ® - @My with m ..., mp = (14)(23)
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H can then be written as : H = A(n) ® B(m) @ C(r).

) _ 4 212 572
And hence : t(7) = |TrH®4 (U A® )’ < [TTH\A(W) (TramA) } < ICJI[III???K} Trap e, (Trag, A) } .
Plugging this result in equation 18, we get equation 16 as wanted.

D.2 Generalization of the method to obtain properties of a family of norms
We consider, for simplicity, the case when H = (Cd) oK
For all p € N* and all Hermitian matrix A on H, we define :

1/p

8l = | [ Tl @ @ )l ) P i

Let us notice that if p is even, we have :

1
(I1Allp))" = Tryep Z Us | (A®P)
P [dxx(d—‘-p—l)]l{ G€6K
1
So in particular by theorem 5.2 : ||Alloix) = ——————— || All2(x)-
(K] [d(d+1)]K/2 (K)
1
And by theorem D.1 above : [|A [y < 7 (4D Aoy
[d(d+1)(d +2)(d + 3)]
The norm || - ||4(x] is thus related to the norm || - [|o(x) by the inequality :
d*(d + 1) K/
A < 4! A
181 < (g parst) 18l

By extending the method used to prove theorem D.1, we get more generally :
Theorem D.2 For all ¢ € N* and all Hermitian matriz A on 'H :

di(d +1)4 ' K/2q 2\
18l < (5 D at) 18k~ (2 18k

Proof : The only thing we actually have to show in order to prove theorem D.2 is that, for all ¢ € N*
and all Hermitian matrix A on H :

Tryen | | 3 Us | (A%) | < ((20)) " | Al5, (19)

06652

Let us define the following subset of &4, containing the identity and the permutations made of ¢
disjoint transpositions that are invariant under the exchange j < 2g+1—j, 1 < j < ¢, i.e. under the

q
conjugation by the product of transpositions H(j, 2q+1—j):

j=1
~ p m
k=1 =1

Just as in the special case ¢ = 2, letting G := {(0,...,0),0 € G4}, we have that GK is stable under
conjugation by an element of G followed by splitting, and that any element of 652 can be transformed

into a tuple of elements of SK by repeatedly conjugating by elements of G and splitting.
Thus, by repeated use of the Cauchy-Schwarz inequality and arithmetic-geometric mean inequality,

46



we get that for all o € 652 : |TrH®2q (UUA®2q)‘ < Zpa‘TrH(gzq (U (Q)A@’zq) |, with certain p, = !

- ko
(0%
that sum to 1, and the o(® that belong to 6.
So eventually, for all o € 652 :
| Tryye2q (U0A®2q)’ < max |TrH®2q (U,TA®2‘7)‘ (20)

TEGK

Yet, once again similarly to the special case ¢ = 2, for all 7 € GK , we have the upper bound :

q
| Trpge2q (U-A®?) Slc%,?fK} [TTH\HI (TrHIA)Z}

< > [TTH\HI (Try, A)z} !
Ic{1,..,K}
q

< Z Tryp g, (Trpg, A)?
Ic{1,.. K}

Since 652 contains ((2q)!)K elements, we get equation 19 by simply plugging this result into equation
20 and suming over (‘55].

Theorem D.2 relates the norm |- ||,(x) to the norm |- [|3(x] whenever p is even. One might now wonder
what can be said for p odd.
Yet, by Holder’s inequality, we have that for all Hermitian matrix A on H :

L1101 :
VpgrEN, 4o =00 11n Al x) < 12ellppil|Allgr Le- (AN x) < [1Allgix]

Thus, for all Hermitian matrix A on H :
Vpp €N, p<p = (Al < [Allyx
Combining this monotonicity result for p — || - [|,(x] to theorem D.2, we finally get :

Theorem D.3 For all ¢ € N* and all Hermitian matriz A on H :

d?(d + 1) K2 2¢\
< < ! ~ (2
IR TN ( (0 ) 80ry, ~ (22) 1

Remark D.4 [t is actually possible to relate the norm | - |k}, p > 2, to the norm || - |la;x) by a
completely different approach described very recently in [28], following the submission of our results
in [33]. Indeed, using a hypercontractive inequality of Beckner, one gets that for all p > 2 and all
Hermitian matrix A on H :

1Al < (b — 1Y IAageq

This upper bound is however asymptotically worse than the one obtained by our method.

These norms occur in many other issues related to quantum information theory than the one of
distinguishing quantum states. One example amongst others appears in [29], with the description of
a test which tells whether or not a multi-partite quantum state is a product state. The probability of
acceptance of the generalized 2¢-copy product test on the K-partite state p described there is :

Ny — K
Pl () i= (N (o)

Using theorem D.2, the latter can be directly related to the probability of acceptance of the generalized
2-copy product test on the K-partite state p :

dx---x(d+2¢—1

" «
Pansop) < (222 2= R o) < [(20]

P iy (p)
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